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Preface

This user manual describes the Aurora Mirrored System Manager and provides
instructions for installing, operating, and servicing the product in a variety of
applications.

About this manual

This manual is organized around the tasks required to install, configure, and operate
the AuroraMirrored System Manager. The following describes the chaptersincluded
in this manual:

Chapter 1, Introduction — Provides an introduction to the Aurora Mirrored System
Manager product.

Chapter 2, Installing the Aurora Mirrored System Manager — Provides procedures
for installing the Aurora Mirrored System Manager.

Chapter 3, User Interface Overview — Provides an explanation of the user interface
structure and its components.

Chapter 4, Switch Workflow — Describes the steps needed to switch the workflow
from main to backup on X storage systemto Y storage system or fromY to X.

Chapter 5, Split and Switch Workflow — Describes the steps needed to split the
workflow between X storage system and Y storage system and then switch workflow
from main to backup on X storage systemto Y storage system in stages.

Chapter 6, Split Workflow — Describes the steps needed to split the workflow
between X storage system and Y storage system.

Chapter 7, Restore Workflow — Describes the steps needed to restore the workflow
to replication mode X storage system asmain and Y storage system as backup.

Chapter 8, Folder Structure— Describesthefolder structure used to allow the Aurora
Mirrored System Manager and supporting applications to control the replication of
data between two K2 Storage Systems.

Appendix A, K2 InSync — Providesinformation for setting up K2 InSync to support
Aurora Mirrored System Manager.

Appendix B, AllSync — Provides information for setting up AllSync to support
Aurora Mirrored System Manager.

Getting more information

In addition to this manual, information is available in the following locations.

Release Notes

The AuroraMirrored System Manager Release Notes contain the latest information,

including software upgrade instructions, software specifications and requirements,

feature changes from the previous releases, and any known problems.
Referenced Documents

The following documents contain information referenced in this document:

» Auroramanuals — Each of the Aurora products has its own documentation set.

July 10, 2008 Aurora Mirrored System Manager Installation and Configuration Guide
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Refer to product manuals as follows:
» Aurora Edit
» AuroraBrowse
* Auroralngest
» AuroraPlayout
» K2InSync User Guide
» K2 MediaClient User Manual
» K2 MediaClient System Guide
» Other Documents:

» AllSync Documentation

NetCentral documentation
The NetCentral product has its own documentation set, described as follows:

* NetCentral User Guide — Thisis aprinted manual. It provides instructions for
installing, using, and administering the NetCentral monitoring system.

* NetCentral Help — From the NetCentral interface access on-line help as follows:

» For general help with NetCentral manager, select Help | NetCentral Help Topics.
This content isidentical to that in the NetCentral User Guide.

» For help specific to monitoring Aurora Mirrored System Manager devices,
select Help | Device Providers and then select the monitored device.
Thomson Grass Valley Web Site

This public Web site contains all the latest manuals and documentation, and
additional support information. Use the following URL.

http://www.thomsongrassvalley.com.

8 Aurora Mirrored System Manager Installation and Configuration Guide July 10, 2008



Grass Valley Product Support

Grass Valley Product Support

To get technical assistance, check on the status of aquestion, or to report new issue, contact
Grass Valley Product Support viae-mail, the Web, or by phone or fax.
Web Technical Support

To access support information on the Web, visit the product support Web page on the
Grass Valley Web site. Y ou can download software or find solutionsto problems by
searching our Frequently Asked Questions (FAQ) database.

World WideWeb:  http://www.thomsongrassvalley.com/support/
Technical Support E-mail Address. gvgtechsupport@thomson.net.
Phone Support

Use the following information to contact product support by phone during business
hours. Afterhours phone support is available for warranty and contract customers.

International +800 80 80 20 20 Italy +390224131601
(France) +33 148252020 +39 06 87 20 35 42
International +1 800 547 8949 Belarus, Russia, +7 095 258 09 20
(United States, +1 530 478 4148 Tadzikistan, +33(0) 23349030
Canada) Ukraine,

Uzbekistan
Hong Kong, +852 2531 3058 Indian +91 11 515 282 502
Taiwan, Korea, Subcontinent +91 11 515 282 504
Macau
Australia, New +61 1300 721 495 Germany,Austria,  +49 6150 104 444
Zealand Eastern Europe
Central, South +55 11 5509 3440 Near East, Africa +33148252020
America
China +861 066 0159 450 Netherlands +31(0) 3562 38421
Belgium +32(0) 233490 30 Northern Europe +45 45 96 88 70
Japan +81 3 5484 6868 Singapore +65 6379 1313
Malaysia +603 7805 3884 Spain +41 487 80 02
Middle East +971 4 299 64 40 UK, Ireland, Israel ~ +44 118 923 0499

Authorized Support Representative

A local authorized support representative may be availableinyour country. Tolocatethe
support representative for your country, visit the product support Web page on the Grass
Valley Web site.

July 10, 2008
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%rass valley

END-OF-LIFE PRODUCT RECYCLING NOTICE

Grass Valley’s innovation and excellence in product design also extends to the programs we’ve established to
manage the recycling of our products. Grass Valley has developed a comprehensive end-of-life product take back pro-

gram for recycle or disposal of end-of-life products. Our program meets the requirements of the European Union’s
WEEE Directive, the United States Environmental Protection Agency, and U.S. state and local agencies.

Grass Valley’s end-of-life product take back program assures proper disposal by use of Best Available Technology.
This program accepts any Grass Valley branded equipment. Upon request, a Certificate of Recycling or a Certificate
of Destruction, depending on the ultimate disposition of the product, can be sent to the requester.

Grass Valley will be responsible for all costs associated with recycling and disposal, including freight. However,
you are responsible for the removal of the equipment from your facility and packing the equipment to make it
ready for pickup.

For further information on the Grass Valley product take back system please contact Grass Valley at

+ 800 80 80 20 20 or +33 1 48 25 20 20 from most other countries. In the U.S. and Canada please
call 800-547-8949 or 530-478-4148, and ask to be connected to the EH&S Department. Additional in-
formation concerning the program can be found at: www.thomsongrassvalley.com/environment
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Chapter 1

Introduction

The AuroraMirrored System Manager is used to control the replication of data
between two K2 Storage Systems. It also providesthe ability to manage the workflow
of reconfiguring devices to access storage and software resources from either X or Y
K2 storage system.

NOTE: Throughout this manual the two K2 Storage Systemsarereferred to as X and
Y K2 Storage Systems.

The AuroraMirrored System Manager isdesigned to provide achecklist that prompts
the K2 Storage System administrator with the steps needed to:

» Switch the configuration of the X K2 Storage System asmainto Y, leaving X as
backup or, alternately, switch Y from main and back to X.

» Split X and Y with both X and Y acting as main.
* Restore X asmainor Y asmain
e Splitand switchto Y or X

Synchronization is one-way only. The operator of the Aurora Mirrored System
Manager must be aware of system/media status and must direct the synchronization
to take place in the proper direction.

July 10, 2008 Aurora Mirrored System Manager Installation and Configuration Guide 11
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Aurora Mirrored System Manager Features

The following features are provided by the Aurora Mirrored System Manager user
interface:

» Atinstallation, setsup apair of separate K2 Systems that have been created by the
K2 System Configuration application. This pair encompasses all the devices that
can be switched between two storage systems or access services from one or the
other storage system.

» Specifiesthe DSMs and Aurora Browse devices that host the browse server MDIs
* |sthe control and monitoring point for DSM database replication.

» Provides a console window that displaysthe current status of various components
plus:

» Displays which K2 Storage System isin primary or backup mode
» Allows modifying the state of software components running on the device

» Providesalist of common workflows to guide the administrator through a
sequence of stepsto accomplish aworkflow.

NOTE: Workflows are common tasks or scenarios, such as, “ switch from Xto Y’ or
“split Xand Y”.

NOTE: This does not work like a wizard but provides prompts to ensure the
administrator completes the entire process.

12 Aurora Mirrored System Manager Installation and Configuration Guide July 10, 2008



Introducing the Aurora Mirrored System Manager

Introducing the Aurora Mirrored System Manager

July 10, 2008

This section provides an overview of atypica AuroraMirrored System Manager X
and Y storage system.

The Aurora Mirrored System Manager has one Control Point PC connected and
controlling two K2 storage systems. Theillustration bel ow shows the detail s of the X
K2 storage system and the Y K2 storage system and associated devices. Both K2
storage systems should be identical.

Control Point PC

MediaFrame (Browse)
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= Editing 1 1
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ee—
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1 Fl_’ =L . I
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" = O = o = o s o mm ol - N E O . l

Synchronization is one-way only. The operator of the Aurora Mirrored System
Manager must be aware of system/media status and must direct the synchronization
to take place in the proper direction.

Devices and components are as follows:

Dedicated devices— A dedicated deviceisonly on X or only on Y. An X dedicated
deviceisexclusively apart of X. A'Y dedicated deviceis exclusively apart of Y.
Dedicated devices do not switch between X and Y. For each X dedicated device, there
isanidentical Y dedicated device, and vice versa. Dedicated devicesinclude:

* AuroraDSM

* SmartBin Servers
» K2 MediaClients
* K2 Media Servers
K2 RAID Storage

Switchable devices — These are devices that can access either X or Y. Aurora
Mirrored System Manager controls this access and does the necessary operations to
make the switch. Switchable devices include:

Aurora Mirrored System Manager Installation and Configuration Guide
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» AuroraEdit clients

» Auroralngest clients

» MediaFrame (Browse) Server
» Aurora Browse Encoders

» Machinesthat support MediaFrame M DI software components, such as News
MDI, K2 MDI, and FTP MDI.

Associated devices — These devices are not part of the K2 Storage System but are
connected and use or control the system. Associated devices include:

» Control Point PC
« AuroraBrowse Clients

Software components — The following software components provide functionality
that supportsthe X/Y workflow.

» AllSync—Third-party software that keeps the Work In Progress (WIP) Backup
files synchronized with WIP Main files. All files and directories on the Main
system must be configured on the Backup system. AllSync isinstalled on the two
K2 Media Servers that act as CIFS mount NAS heads, one for the X system and
onefor theY system. These servers provide access between X and Y. AllSync runs
on the server that is the current main (active) server.

» K2 InSync — Software running on the Control Point PC. It provides mirroring to
ensure that the X and Y storage pools of K2 media are maintained as a mirrored
pair. Access between X and Y for K2 InSync isprovided by K2 Media Serversthat
act as FTP NAS heads.

» SmartBins—Software that maps folders from abin in the Aurora Edit tree view to
abininthe K2 Storage System view. In a shared-mode (winking) system, this
automatic synchronization never moves actual media files—the bin structure
represents two different views into the shared mediafile system.

Features

The Aurora Mirrored System Manager features allow:

e System will survive component failures

» System can be upgraded without significant downtime

» Duplicate Sequences and Compositions
» The Database records that describe the movies created viathe Aurora Editors.

» Thisallowsthe following:

» Recovery method
» Falureanaysis
» Failurerepair.

Synchronization is one-way only. The operator of the Aurora Mirrored System
Manager must be aware of system/media status and must direct the synchronization
to take place in the proper direction.

Aurora Mirrored System Manager Installation and Configuration Guide July 10, 2008



Media on the Mirrored K2 Sorage System

Each K2 Storage System is connected to the Ethernet Control LAN and to a separate
Gigabit iSCSI network. Each of these connections has the following components
connected:

» Auroralngest Workstations

* Ingest media Clients

* AuroraDSM

» Aurora Editor Hi Resolution editors

» K2 Media Storage Servers with K2 RAID Storage
» Advanced Encoders

Outside the individual K2 Storage Systems and connected to the Ethernet LAN
include the following:

e Control Point PC
» Aurora Browse Server connecting numerous Aurora Browse User PCs

e AuroraBrowse NAS

Media on the Mirrored K2 Storage System

The K2 Storage Systems store the media used to create the final production video
material. To ensure these val uable assets are not lost due to human error or equi pment
failure, they are constantly being backed up and stored in multiple locations. This
section includes:

* “MediaWorkflow”
e “Media Structure and Views’

Media Workflow

July 10, 2008

This section describes the flow of media through one side (either X or Y) of the
mirrored K2 Storage System. Thisincludesan overview of the stepsfrom the original
ingest of the mediainto the K2 Storage System, through the various editing processes,
until finally published.

Thefollowing illustration shows a single K2 Storage System and the following
processes:

NOTE: Anmirrored X and Y storage systemwould have two identical versions of this
K2 Sorage system.

1. Mediadataisingested directly into the K2 Storage System as K2 clips. Each clip
isacollection of high-resolution mediafiles associated by the K2 media database
and represented in the K2 AppCenter application asasingleclip. These clips are
considered Masters.

2. TheK2 clipsare made availableto the Aurora Editor by SmartBins. The SmartBins
create arepresentation of aK 2 clip that ismeaningful to the Auroradatabase on the
DSM. This allows Aurora Edit to see the mediain its Master View.

3. Work In Progress (WIP) folders are created to alow the Editors to create decision

Aurora Mirrored System Manager Installation and Configuration Guide
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listslinked to original K2 assets and combine other media assets. WIP mediamust
be kept separate from Masters. Thisis enforced by policy only and is required to
support Aurora Mirrored System Manager.

4. When al the final program edits are completed the asset is published back to the
K2 Storage system as acompletely new edited Master. The new output isrendered
into a published folder. The published folder can be made visible to the K2 view,
transferred to other systems, or it can be mirrored to the other (X/Y) side.

. | t
1 Aurora Editor I @ nges
I - I .
| ‘ | [
| WIP View Master View | K2 Storage
1 “ System |
View
: ® |2 |
I § I'smartBins
' 8 RoN .
| Fy |
| 5 | | |
| 0
I = _‘ Published | |
~ Output
| | I Publish
' ORI
I | I
. ) D |
| < | L ]
s oo s = m ol
In the Auroraview, thefiles for a single media asset can include the following
separate files:
» Videofile

* Numerous audio files

* Animations

e Graphics

* And more...

To hide the complexity of al thesefiles, in the Aurora bin view each moviefileis
displayed as a single master clip. At the file system level, the common files for a
single master clip are collected within a VMF folder bearing the master clip’s name.

The Aurora Editors combine and manage these files within a project until that project
isfinally completed and ready for publishing and playout.

The Media Manager must understand the various views of these files and how they
appear on the K2 Storage System to be able to manipulate them. The following
sections show how asingle mediaasset appearsto each of the various componentsand
users.

16 Aurora Mirrored System Manager Installation and Configuration Guide July 10, 2008



Media on the Mirrored K2 Sorage System

The following sections describe the components shown in the previousillustration.

Ingest Media

The Aurora lngest system supports the mirrored K2 Storage System and the Aurora
Mirrored System Manager. Y ou can configure your system to record clipsinto two
(X/Y) K2 Storage Systems in parallel.

SmartBins

On aK?2 Storage system, SmartBins map folders from a bin in the Aurora Edit tree

view to abin in the K2 Storage System view. This automatic synchronization never
moves actual media files—the bin structure represents two different viewsinto the

shared mediafile system.

When you first create abin in Aurora Edit, you can map that bin to a K2 Storage
System bin; after a Aurora Edit bin is created, it cannot be mapped. Once an
association is created, the Aurora Edit and K2 Storage System bins are kept
synchronized.

Master View
The Aurora Hi Res master view provides the following:
» Virtual VMFfile folder storage
» Auroraingest scheduled records
» Published rendered edits to Aurora output

WIP View
The work in progress (WIP) view provides storage for the following:
» Aurora Editor sessions using:
* VMFfilefolder resident
» DSM Sequences + Compositions resident
* Mediaassetsthat “churn”
» Mediaassetsthat can be shared by other editors
» Projects not considered finished and not a master

» Somelocal tape ingest from an Aurora Editor

Editing Using Aurora Edit

The division of media between Master view and WIP view isa policy choice which
you must follow in order to support the Aurora Mirrored System Manager.
Applications and supporting systems expect media to be organized in this way.
Failureto follow this policy causes system errors and can lead to loss of data.

The essential difference between the Master View and WIP View isin which devices
may write to each view. Mediawritten by K2 will appear in the Master View through
the agency of SmartBins. Aurora Edit must not writedirectly (by, say, recording from
alocal tape) into the Master View bins. Media written by Aurora Edit must go into
the WIP View.

July 10, 2008 Aurora Mirrored System Manager Installation and Configuration Guide 17
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Edit using the Aurora Editor in aworking folder within the WIP view. In thisway, the
Aurora Editor automatically references ingested media within the Master View and
creates its working assets within the WIP View. When an edited piece is compl eted,
it is normally published back to the K2 Storage System.

When the K2 Storage Systems are operating in mirrored mode the Aurora Editors
only mount one K2 Storage System at atime.

When the Aurora Mirrored System Manager is used to implement aforced switch
between main and backup K2 Storage Systemsthe Aurora Editors are reconfigured to:

» Usebackup iSCSI path
» Mount backup K2 Storage System
 Point to backup DSM
* Rebooted
NOTE: The Aurora Mirrored System Manager causes no changes to Aurora
application function.

Publishing and Projects
Oncethe projectsare completethey are sent to become moviesin the published output
folder on the K2 Storage System.

Media Structure and Views

Thefollowing sections list the various views of the K2 Storage System media as it
appears to the various users and their control mechanisms.

AppCenter View
Toview clipsin the AppCenter you must configure abin asyour view and then select
the clip from the bin.

Windows Explorer View

CAUTION: The Windows Explorer View is discussed here only to

A provide technical background for expert users. In general operation,
you must not attempt to use Windows Explorer to manage media on the
K2 Storage System. Doing so will cause the K2 and Aurora systemsto
lose track of movies and master clips, possibly resulting in the loss of
raw and edited material.

Using Windows Explorer the Media Manager can view the essencefilesthat make up
the media displayed in the Aurora Browse View and AppCenter view.

Toview the actual filesasthey appear in the K2 Storage System view using Explorer,
enter the path V:\PDR\ followed by the name of the folder asin the following
example:

18 Aurora Mirrored System Manager Installation and Configuration Guide July 10, 2008



Media on the Mirrored K2 Storage System

V:\PDR\SmartBin-1

8 V:\PDR\SmartBin- 1 =13
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: : = obb2fb330e fd 42928 79b 3faeBd4541F_AB.idx 8KB IDXFile 2/27/2008 11:5
fod o= ciey (s B ocs5cre74aci4easbTo0bfE3bF 250888, A1 2683K8 AlFie 2/26/2008 2:5¢
2] Aot oo e 5] nc55cfe 74ac4e30b 700bfs 3hf25088a_A Lidx 8KE IDXFle 2/26/2008 2:56—
B2 Share this fokder 5 0cab4518c 195 450b8feDade 35c73254.T0 8KB TOFile 2/26/2008 5:5:
= 0cab43 18¢ 19a450b8feDade 39c732aed_Tl.idx 8KB DX File 2/26/2008 5:5:
E] Ocdbe 12cab8e478d3ff60baboc75a5d0. A7 2,688KB A7 File 2[26/2008 2:5¢
Othes Faces [ ocdse 1202582 4788 60baboC 758540 _AT. idx 8KB IDXFile 2/26/2008 2:5¢
=] 0d63d8bF7121448da4a 3428806 11d93.A6 2,688KB A File 2/26/2008 2:5
3 POR = 0de3dabf7121448da4a34a8806 1fd93_As idx 3KB IDXFile 2/26/2008 2:5
£} My Doauments (B ofbos09ccfdatecsa18e650dea79¢fd 1. A4 2,688K8 A4File 2/26/2008 2:5¢
3 Shared Doauments @ 0fb0509ccfdadecha 18e650deB79cfd1_Ad.idx 3KB IDXFile 2/26/2008 2:5¢
9 vt = 1c117eb0a0334e 269dc 5493 12406 5c45. 45 1,024KB A6 File 2/27/2008 4:0¢
: [ 1c1176b050334 269dc 5493 12406 545_AG.idx 8KB IDXFile 2/27/2008 4:0
&g My Network Piaces = 1d70ch5450d7480493d485 15280535 1. AE 2,683KB AE File 2/26/2008 2:5¢
=) 1d70ch 5490d7480493d4851ba2805351_AE.idx 8KB IDXFile 2/26/2008 2:5
- Q 229276843 4d499a83c22f65172e 2724.A1 1,024K8  AlFie 2/27/2008 4:0+
1= 229276840 4d499283c22f651 7202724 _AL.idx 8KB IDXFile 2/27/2008 4:0¢
SmartBin-1 =] 2dc529bas53 124878856 2cca29ddac 4. AB B96KB ABFie 2/26/2008 5:5:
File Folder 5] 2dc529ba531248758569e 20c029ddace_AB.idx 5KB IDXFile 2/26/2008 5:5
Date Modified: Wednesday, 1= 33b 1c37afo8c 42eb00a2f35208F50 2bF. A7 23,784K8 A7 File 2/27/2008 11:2
February 27, 2008, 4:18 PM =] 3ab 1037af99c4aeba0a2f35298F502bF A7.idx 4KB IDXFile 2/27/2008 11:2
= 030296754 5804d9389d 2200022464 3.AD B96KB AD File 2/26/2008 5:5:
=) 03ba06 7645804493894 22c0002d24bd3_AD.idx 8KB IDXFile 2/26/2008 5:5:
=] 3c8542 120b65420fbdBa 1563 1h334006.43 1,344KB  A3File 2/27/2008 11:2
5] 3c854e 12906542 0foda 1569 16334006 _A3.idx 8KB IDXFile 2/27/2008 11:5 %
< | >

Notice that the files have long file names that are not intended to be human-readable.
These file names are read by the K2 media database. The database associates a
collection of video, audio, timecode, and other file types that make up asingleclip.
The database provides the record of the files that make up a clip to AppCenter and
then AppCenter displaysthe clip asasingle entity.

To view files as they appear in the Auroraview enter the following:
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V:\VibrantAVIFiles\SmartBin-1\yclip-1.vmf

B V-\VibrintAVFiles\SmartBin-1\yclip-1.vmf =13
File Edit View Favorites Tools Help "!*«n
e Back = J " /....: Search || Folders -

Address || Vs \VibrintAVEiles\SmartBin-1\ydip-1.vmf "| Go
Name = Size  Type Date Modified

File and Folder Tasks [=) AccessTime.idx 1KB IDX File 2/27/2008 11:22 AM

9 Make a new foder (=] 2udio_o.idx 4KE IDX File 2/27/2008 11:25 AM

= audio_o.pem 22,784KB PCMFile 2/27/2008 11:29 AM

@ Ao e o the [Z)audio_t.idx 4KB DX File 2/27/2008 11:25 AM

s = audio_1.pcm 22,784KB  PCM File 2/27/2008 11:29 AM
kad Share this folder

= audio_2.idx 4KB IDX File 2/27/2008 11:25 AM

[Haudio_2.pam 22,784KB PCMFile 2/27/2008 11:23 AM

Other Places [ audio_3.idx 4KB IDX File 2/27/2008 11:25 AM

= audio_3.pem 22,784KB PCMFile 2/27/2008 11:29 AM

3 Smartin-1 = audio_4.idx 4KB IDX File 2/27/2008 11:25 AM

L} My Documents 22,784KB  PCMFile 2/27/2008 11:29 AM

&) Shered Documerts 4KB DX File 2/27/2008 11:25 AM

R k21 22,784KB PCM File 2/27/2008 11:29 AM

: : 4KB IDX File 2/27/2008 11:25 AM

&g My Network Places 22,784KB PCMFile 2/27/2008 11:29 AM

4KB IDX File 2/27/2008 11:25 AM

Details 22,784KB PCMFile 2/27/2008 11:25 AM

4KB HDR File 2/27/2008 11:25 AM

ydip-L.vmf 4KB IDX File 2/27/2008 11:25 AM

File Folder 4KE IDX Fie 2/27/2008 11:25 AM

Date Modified: Wednesday, 116KB TCFile 2/27/2008 11:25 AM

February 27, 2008, 11:22 AM 852,540KB VID File 2/27/2008 11:29 AM

Notice that thefileyclip-1.vmf isactually along list of files that include the following
examples:

» Video file—shown with.vid extension
» Timecode file—shown with .tc extension
» Numerous Audio files—shown with .pcm and .idx extensions

When a SmartBin propagates a K2 clip to the Aurora view, it makesfiles that are
meaningful to the Aurora database on the DSM. However, the files are actually
pointers that reference the origina K2 media essence files. The pointer files are not
the actual media files themselves.

Aurora Browse View

From Aurora Browse you can view, browse, and search media assets in both the K2
view (K2 MDI) and the Aurora (News MDI) view. Y ou can transfer assets between
devices.

AuroraBrowse creates alow-resolution proxy version of high-resolution media. Y ou
can play the proxy versions from a common PC desktop without the bandwidth and
special hardware required to play high-resolution media
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X/Y synchronization mechanisms

The following mechanisms are used to keep the X system and the Y system
synchronized. Synchronization isone-way only. The operator of the AuroraMirrored
System Manager must be aware of system/media status and must direct the
synchronization to take place in the proper direction.

» Dua-ingest to K2 storage via Aurora Ingest

» K2 InSync synchronizes K2 clipsand AuroramastersviaK2 FTP.

» AllISync synchronizes Work In Progress (WIP) folders via CIFS mount.

» Database replication synchronizes the Aurora database.

These mechanisms can be used in different combinations, asin the following
examples.

Synchronization without dual ingest

r x oy
K2 Storage K2 Storage
| System | | System |
(Current (Current
| Main) | | Backup) |
X | K2 InSync |
| NASlHead K2 cI}i(;;sF(_I,_A;rora Masters) NASYHead |
| | | |
| | | |
X AllS
| NAS Head | WIny?I(;S || nasHead | |
I | CIFS mount | 2 |
| | |
| DSM | Aurora database replication | DgM |
L — — L——— |

When X isthe main active storage pool and Y is the backup, the following occurs:

» K2 InSync copies changesto K2 clips on the X system over to the Y system.
PseudoSmartBinson the Y system keep Aurora Masters synchronized.

» AllSync copies WIP files changed on the X system over tothe Y system.

» DSM database replication copies WIP changes on the X system over to the Y
system. These changes reference the WIP files that are copied over by AllSync.
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o x
K2 Storage
System

(Current
Main)

X
NAS Head
1

X
NAS Head
2

DSM

L —

.

_

Synchronization with dual ingest

Ingest

AllSync
WIP files
CIFS mount

Aurora database replication

r

Y
K2 Storage
System

(Current
Backup)

Y
NAS Head
1

Y
NAS Head
2

DSM

L

.

_

When X isthe main active storage pool and Y is the backup, the following occurs:

» Auroralngest in dual ingest mode places K2 clips on both X and Y systems.
SmartBins on X and PsuedoSmartBinon Y create Aurora Masters.

» AllSync copies WIP files changed on the X system over tothe Y system.

» DSM database replication copies WIP changes on the X system over to the Y
system. These changes reference the WIP files that are copied over by AllSync.
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PseudoSmartBins

PseudoSmartBins (PSB) is the term used to describe a standard Aurora SmartBins
(SB) server operating in a specia pseudo mode to support the Aurora Mirrored
System Manager. SmartBins, when running in this pseudo mode with amain News
database and abackup K2 server (running asthetarget for K2 InSync), mirrorsto the
backup K2 Storage System any winking and deleting that is done on the main K2
Storage System.

Inamirrored K2 Storage System, whether each SmartBins server worksin normal or
pseudo modeis controlled by the Aurora Mirrored System Manager. Static control
decisions (regarding machines and roles) are made when you configure the Aurora
Mirrored System Manager as described later in this chapter.

On the main K2 Storage System in mirrored mode, no SmartBins serviceisin pseudo
mode. On the backup K2 Storage System in mirrored mode, only one SmartBins
service isin pseudo mode; other SmartBins services on the backup K2 Storage
System are stopped.

Thereis no special set-up required of SmartBins to use the pseudo feature. On the
main and the backup SmartBins servers, install and configure each SmartBins service
normally for its respective K2 Storage System. The configuration settings that
determine whether a SmartBins service is running in normal or pseudo mode are
completely controlled by Aurora Mirrored System Manager.

July 10, 2008 Aurora Mirrored System Manager Installation and Configuration Guide 23



Chapter 1 Introduction

24 Aurora Mirrored System Manager Installation and Configuration Guide July 10, 2008



Chapter 2

Installing the Aurora Mirrored System
Manager

This chapter describes how to install, link, and prepare the devices and config files
used by AuroraMirrored System Manager to control the various devicesin the two
K2 Storage Systemsreferred to as X and Y K2 Storage Systems.

This procedure involves:

e “Onsite planning”

» “Aurora Browse System Validation”

» “Browse Server MDI Pre-Configuration”

* “DSM Configuration to Use Aurora Mirrored System Manager”

» “PseudoSmartBins Cleanup Before Using Aurora Mirrored System Manager”
» “AuroraMirrored System Manager Software Configuration”
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Onsite planning

The AuroraMirrored System Manager application must be installed on a Control
Point PC. The installation package is called the “ Aurora Mirrored System Install”.

Licensing

Y ou must obtain alicense from Grass Valley for the Aurora Mirrored System
Manager application before installation. Refer to release notes for licensing
procedures.

Pre-Configuration

If performing an initial software installation perform the steps described in the
following sections:

* “Setup NAS mounts’
» “Confirm the Existing System Configuration”
If thisisnot an initial configuration you can just launch the Aurora Mirrored System
Manager to view\change the status.
Setup NAS mounts

Y ou must create NAS mounts to the file systems of the two K2 Storage Systems to
alow the AuroraMirrored System Manager to access InSync configuration files and
configure InSync.

Seethe InSync setup instructions document, K2 InSync User Guide, and Appendix A,
K2 InSync.

On the K2 Media Server NAS head that provides K2 FTP access for InSync, port
10000 is used for the K2 FTP. Port 20 is used for News FTP.

Tosavetimeandinsurethe AuroraMirrored System Manager isconfigured correctly,
run through the following checklist to confirm all of the devices and application
controlled by Aurora Mirrored System Manager are functioning.

Confirm the Existing System Configuration

This section describes the minimum system configuration your K2 Storage Systems
must meet to be able to use the Aurora Mirrored System Manager application. This
section is divided into stages of steps you should take before you install the
application.

Stage One

Before you install the Aurora Mirrored System Manager application executablefile,
you must confirm the K2 Storage System have normally configured and working
installations of the following:

U FSMs, K2 Servers, and K2 Clients

AuroraEdit NewsShare system, comprised of DSMs, Aurora Edit workstations
and SmartBins servers.
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U TheAuroraBrowse system, comprised of MediaFrame servers, MDIs, encoders,
and Aurora Browse workstations.
Stage Two

Confirm thefollowing Control Point PC is configured and functioning correctly with
the following:

L Control Point PC software. See the Release note for required version number.

(1 There should be only one Control Point PC used to modify both X and Y K2
Storage Systems.

NOTE: Thesingle Control Point PCiswhereyou install the Aurora Mirrored System
Manager application.

Stage Three

Before you install the Aurora Mirrored System Manager application executablefile,
the Aurora Browse Switcher Application software must be installed on managed
devices. When you install this setup.exe file, ConfigService.dll isinstalled on the
managed device. It isthis dIl that communicates with the Aurora Mirrored System
M anager application on the Control Point PC to execute operations (stop, start, switch
X/Y) on the managed devices. This software must be installed on the following
devices:

U K2 MDI host.

1 MediaFrame Server.

1 NewsMDI host.

U Generic FTP MDI Host1.
U Generic FTP MDI Host2.

NOTE: These devices are controlled using the Aurora Mirrored System Manager.
Later in this section you need to manually modify the MDI config files used to switch
the device connections between the X and Y K2 Sorage Systems.

Stage Four

Before you install the Aurora Mirrored System Manager application executablefile,
you must confirm the following software is installed and functioning properly:

K2 Insync—See Appendix A, K2 InSync.
1 AllSync—See Appendix B, AllSync.

Stage Five

Before you install the Aurora Mirrored System Manager application executablefile,
you must perform the steps described in the following sections:

 “Aurora Browse System Validation”
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Q “Browse Server MDI Pre-Configuration”

L “DSM Configuration to Use AuroraMirrored System Manager”

Stage Six

Install the Aurora Mirrored System Manager application executable file, using the
steps described in the following sections:

(1 Locate the AuroraMirrored System Manager Setup.exe file.

1 Double-click the Setup.exe file and accept the default installation location.

Aurora Browse System Validation

Before you start the installation and configuration of the Aurora Mirrored System
Manager, confirm the AuroraBrowse System is configured and working correctly. To
confirm the proper operation of the entire K2 Storage System perform the following

steps:

1. Start Aurora Browse as a user.

. Click the Explore tab and expand the physical assets located on MDI devices.
. Expand the k2mDI foldersist.

. Find a physical asset that you can follow through the entire K2 system.

. Confirm the file existsin the Asset List on the K2 storage system.

o 0o~ WD

. Collapse the k2MDI folder and open the NewsMDI folder and confirm the same file
is available on the NewsMDI device.

7. Inthe Asset Navigator, click the Search tab and the Word or Phrase search window
appears.

8. In the Word or Phrase field, enter the name of the asset to search for.
9. Confirm the file was found and appears in the Asset List display.

10.To confirm the fileis valid and can be viewed, double-click the file name and it
should appear in the Asset Details view display.

This process confirmed the K2 Storage System is configured and working correctly.
If any part of the system did not function correctly, fix the problem before continuing
with the Aurora Mirrored System Manager installation.

Aurora Mirrored System Manager Software
Installation

Y ou must obtain alicense from Grass Valley for the Aurora Mirrored System
Manager application before installation. Refer to release notes for licensing
procedures.
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This section describes installing the Aurora Mirrored System Manager software.

Start the Setup

Perform the following stepsto install the AuroraMirrored System Manager software:
1. Insert the K2 System Software CD-ROM and the setup splash screen appears.

2. Select the AuroraMirrored System Manager Setup.exe file to start theinstallation
process.

3. Double-click the setup.exe file and accept the default installation location.

Confirm the Installation

Find the Aurora Mirrored System Manager icon that should appear on the Control
Point PC desk top or at Start | All Programs | Grass Valley.

CAUTION: Do not start Aurora Mirrored System Manager yet. You
must perform the steps in the following sections before you can
successfully start and configure the application.

Perform the steps in the following sections before you start and configure the Aurora
Mirrored System Manager:

» “Browse Server MDI Pre-Configuration”
* “DSM Configuration to Use Aurora Mirrored System Manager”

After you perform these configurations you can continue to the “ Aurora Mirrored
System Manager Software Configuration” section.

Browse Server MDI Pre-Configuration

July 10, 2008

This section describes duplication and modification of the MDI config files managed
by AuroraMirrored System Manager. The MDI config files on both X and Y
managed devices must be modified before you use the Aurora Mirrored System
Manager.

NOTE: the following process assumes the Main K2 Sorage Systemis functioning
correctly and you have performed the “ Aurora Browse System Validation” steps.

Y ou will use the MediaFrame Configuration tool to duplicate and modify the MDI
config filesfor the following devices:

* MediaFrame (Browse) Server
e K2 MDI host

* NewsMDI host

» Generic FTP MDI Host1

» Generic FTP MDI Host2

Each of these devices has a configuration file that must be modified during the
installation process. Each of these processesisvery similar but, the following process
describes each one individually.

Aurora Mirrored System Manager Installation and Configuration Guide
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Using MediaFrame Configuration Software

Aspart of the AuroraMirrored System Manager installation you must manually copy
and duplicate MDI config files. Y ou do this using the M ediaFrame configuration tool
If the appropriate Browse system component is installed on the managed device, the
required MediaFrame configuration software is present.

Modify the MDI config Files

This section describes the Managed Device Interface (MDI) config files that are
managed by AuroraMirrored System Manager to remotely switch between the X and
Y K2 Storage Systems. A config file stores settings that tell aMDI software
component where and how to connect to other devices. Some of these other devices
are specificto X or Y, therefore the config file needs special treatment as part of the
Aurora Mirrored System Manager installation process.

The default names of the MDI config files are as follows:

* K2_MDI_Service.exe.config—for the MediaFrame (Browse) Server
* News MDI_Service.exe.config— for the News M DI host

* FTP_MDI.exe.config—Generic FTP MDI Hostl and Host2

Sincethese are mirrored systems each of these devices must have a configuration file
with information for the devicesonthe X K2 Storage Systems and aconfiguration file
with information for the devices on the Y K2 Storage Systems. This requires a copy
of each file; one for the default configuration, and a backup file for the other
configuration. For the purposes of the following procedures, the current, default
configuration isthe Y side, so the procedures start with the configuration file that
contains information pointing to the Y side.

For each M DI, afour-step process is required to create the backup config file, while
retaining the default config file, asfollows:

1. Copy thedefault config file (that containsinformation pointing tothe Y K2 Storage
System) and add main to the filename of the copy. For example, copy
K2_MDI_Service.exe.config and then rename the copy
K2_MDI_Service.main.exe.config.

2. Reconfigure the default config file so that it contains information to point to the
other (X) K2 Storage System. For example, configure
K2 MDI_Service.exe.config.

3. Rename the default config file to backup. For example, rename
K2 MDI_Service.exe.config to K2_MDI_Service.backup.exe.config.

4. Rename the file saved as main back to the default name. For example, rename
K2_MDI_Servicemain.exe.config to K2_MDI_Service.exe.config.

The processes used for each K2, News, and FTP MDI are similar, but each is
described in detail in the following sections.

K2 MDI and News MDI Backup Config File Creation
Perform the following steps to create backup files for the K2 MDI and News MDI:
1. Open an Explorer window at the following path to display the existing
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configuration file:
C:\Thomson\MediaFrame\Configuration
The following Explorer window is displayed.

& C:' Thomson',MediaFrame’,Configuration - | Ellll
File Edit Wiew Favorites Tools Help | :..'
P Back ~ L) - i | - search Folders | & o ox ) | -
Address I_J i\ ThomsoniMediaFrame) Configuration j a Go
Mame ~ | Size: | Type
.B?Z_MDI_Service.exe.conFig 1 KB COMFIG File
|ﬂ MediaFrame. config 1 KB COMFIG File
|ﬂ MediaFrameCore. config 2KB CONFIGFile
|ﬂ i F_' ZKE COMFIG File

4KB CONFIG File

1 | i

Notice the following default files appear in the Explorer window:

» K2 MDI_Service.exe.config
* News MDI_Service.exe.config

2. Select thefile K2_MDI_Service.exe.config and use Ctl-C, and Ctl-V to copy thefile
into the same folder.

3. Rename the copy file, Copy of K2_MDI_Service.exe.config t0
K2_MDI_Service.main.exe.config

This creates atemporary copy of the K2 MDI configuration file.

Continue with this procedure to create atemporary copy of the News MDI
configuration file.

4. While in the same C:\Thomson\MediaFrame\Configuration Explorer screen, select
thefile, News_MDI_Service.exe.config and use Ctl-C, and Ctl-V to copy thefileinto
the same folder.

5. Rename the copy file, Copy of News_MDI_Service.exe.config to
News_MDI_Service.main.exe.config.

This creates atemporary copy of the News MDI configuration file.
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& C:' Thomson'\MediaFrame’,Configuration

File Edit Wiew Favorites Tools Help

=10l x|

| &

@PBack - ) - (¥ | - Search Folders | & 3 x i) | -

Address I_J C:\ ThomsoniMediaFramelConfiguration

jaGo

Mame =~

Size: | Type

KZ_MDI_Service.exe,config
|ﬂ MediaFrame. config
|ﬂ MediaFrameCore. config
|ﬂ Mews_MDI_Service,exe,config
|ﬂ MewsBrowseEncoder, config

Mews_MDI_Service,Main.exe,config

|ﬂ K2_MDI_Service,Main.exe.config

1

1 KB COMFIG File
1 KB COMFIG File
2KB CONFIGFile
2KB CONFIGFile
4KB CONFIG File
2KB CONFIGFile
1 KB COMFIG File

Now you should have the following files:

« K2_MDI_Service.exe.config

« K2_MDI_Service.main.exe.config

< News_MDI_Service.exe.config

* News_MDI_Service.main.exe.config

These files include the original files and temporary copies of the original files with

main added to the filename.

The following steps modify the default K2 MDI and News MDI configuration files
that currently contain configuration information for the*Y” K2 Storage System. After
modification, these configuration files will contain configuration information for the

“X” K2 Storage System.

1. Start MediaFrame Configuration using the following path:

C:\Program Files\Grass

Valley\MediaFrameConfig\MediaFrameConfig\MediaFrameConfig.exe

Thefollowing dialog appears.
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{2 MediaFrame Configuration

ASK Location
’7Hostname: | MF-SERVER Port: [3010

Ercodsr MO Canfiguration |Versi0ns|

Uze the list and controls below to select and configure the Managed Device Interface
Services [MDIg] installed on this spstem.

Fiegistered k.2 Devices:

=101 x|

WD Mame | Fort | K.2 Server | Shared Server
k201 9161 k21
r@ Mews
| | i
Add Modty | Remove |
Transfer Servers:
sdd | Mody | Remove |
Walidate | QK | Cancel | Apply |
4 Fail-enc 192,168,911 .:

2. Click the MDI Configuration tab.
3. If not already selected, click K2 in the left-hand pane.

Modify the MDI config Files

4. Inthe Registered K2 Devices list, select the row that pointsthe MDI to the Y K2

Server (in thisexample, Y-K2-1), and then click Remove.

5. Under the Registered K2 Devices list, click Add and configure as follows:

» Configure the same MDI name for the K2 MDI.
» Configure the X K2 Server. In this example, that is X-K2-1.
6. From the Transfer Serverslist select MDI Name k2DMI and then click Remove.

7. Click Add and configure as follows:

» Configure the same MDI name for the K2 MDI.
e Configure the X Transfer Server. In this example, that is X-SVR-1.

July 10, 2008
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{ MediaFrame Configuration - |EI|1|
ASK Location
’7Hostname: |MF-SERVER Part: [d010
Ercodsr MO Canfiguration |Versi0ns|
Uze the list and controls below to select and configure the Managed Device Interface
| Tyt Services [MDIg] installed on this spstem.
Fiegistered k.2 Devices:
WD Mame | Fort | K.2 Server | Shared Server
k201 9161 K21
-:@ Mews
4] | i
Add Modty | Remove |
Transfer Servers:
MO Mame Server LUzermame Fublic Address
sdd | Mody | Remove |
Walidate | QK | Cancel | Apply |
4 Fail-enc 192,168,911 .:

Notice that the displayed names for the K2 Server and the Transfer Server now
point to X K2 Storage System devices.
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Perform the following steps to modify the News MDI config file.

{ MediaFrame Configuration

=101 x|

ASK Location
’7Hostname: |MF-SERVER Part: [d010

Ercodsr MO Canfiguration |Versi0ns|

Uze the list and controls below to select and configure the Managed Device Interface
| Services [MDIz] installed on this system.

MDI Mame: |NewstDI

Part: |50
Aszket Spztem Dwell Time: |12D

< i S etings

D atabase Address:

[r-DSM )

m Server Address: Icoho_c:onf-‘l

MAS Shared Location: [ K2 Storage IV:\

Transfer Servers:

Server | Uzer Mame | Public Address |
Y_coha_ftp-1 winfrnovie
A | Fodify | Frmove |
Walidate | DK\r Cancel | Apply |
4 Fail-enc 192,168,911 .:

1. Click News in the left-hand pane.

2. In the group News Systems Setting and the Database Address field, modify the
address to point to the DSM on the X K2 Storage System.

3. From the Transfer Serverslist, select theY FTP Transfer Server and click Remove.

4. Click Add and configure as follows:

* Inthe Transfer Server Name field enter the name of the X News transfer server.

» Addthe Administrator username, password, and Public address, if needed.
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{ MediaFrame Configuration _ ||:||1|

ASK Location
’7Hostname: | MF-SERVER Part: [d010

Ercodsr MO Canfiguration |Versi0ns|

Uze the list and controls below to select and configure the Managed Device Interface
| Tyt Services [MDIg] installed on this spstem.

= MDI Mame: |NewstDI o |
L Part: |50
Azzet Spztem Dwell Time: |1 20 B0

Mews Spstem Settings

D atabase Address: I #-DSM

Conform Server Address: Icoho_c:onf-‘l

MAS Shared Location: [ K2 Storage IV:\

Transfer Servers:
Server | Uzer Mame | Public Address | >

#_coha_ftp-1 winfrmovie

P O e

Walidate | QK | Cancel | Apply |

4 Fail-enc 192,168,911 .:

1. Open an Explorer window at the following path to display the existing
configuration file:

Notice that the displayed name for the Transfer Server now pointsto the X K2

Storage System device.
Perform the following steps to rename and create the final files.

C:\Thomson\MediaFrame\Configuration
The following Explorer window is displayed.

1

& C:' Thomson'\MediaFrame’,Configuration ;|g|5|
File Edit Wiew Favorites Tools Help | -:..'
QBack - &) - ¥ | - search [ Folders | & o ox ) | -

Address I_J C:\ ThomsoniMediaFramelConfiguration j a Go
Mame ~ | Size: | Type

B MediaFrame. config 1 KB COMFIG File
B MediaFrameCore. config 2KB CONFIGFile
B Mews_MDI_Service,exe,config 2KB CONFIG File
B Mews_MDI_Service.Main.exe,config 2KB CONFIG File
B MNewsBrowseEncoder, config 4KB CONFIG File

1 KB COMFIG File
1 KB COMFIG File
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Now you should have the following files:

Modify the MDI config Files

* K2_MDI_Service.exe.config—currently contains “X” K2 configuration
information. Thisisthe file that you modified with the preceding procedure.

* K2_MDI_Service.main.exe.config—temporary file with main added that still

contains the original “Y” K2 configuration information.

* News_MDI_Service.exe.config—currently contains“X” News server
configuration information. Thisisthefile that you modified with the preceding

procedure.

* News_MDI_Service.main.exe.config—temporary file with main added that till
contains the original “Y” News server configuration information

These files need to be reworked again to create the final config files using the

following steps.

2. Rename thefile, K2_MDI_Service.exe.config to K2_MDI_Service.backup.exe.config

3. Rename thefile, K2_MDI_Service.main.exe.config t0 K2_MDI_Service.exe.config

4. Renamethefile, News_MDI_Service.exe.config to

News_MDI_Service.backup.exe.config

5. Rename the file, News_MDI_Service.main.exe.config to

News_MDI_Service.exe.config

Now you should have the following final files shown in the following illustration:

* K2_MDI_Service.exe.config—contains“Y” K2 MDI configuration information

* K2_MDI_Service.backup.exe.config—contains “X"” K2 MDI configuration

information

* News_MDI_Service.exe.config—contains “Y” News MDI configuration

information

* News_MDI_Service.backup.exe.config—contains “X” News MDI configuration
information

: Thomson'MediaFrame'Configurakt - | Ellll
File Edit Wiew Favorites Tools Help | fl.'
QBack - &) - ¥ | - Search Folders | & 3 x i) | -

Address I_J C:\ ThomsoniMediaFramelConfiguration

Mame + | Size: | Type

BBE

MewsBrowseEncoder, config 4 KB CONFIG File
Mews_MDI_Servic config 2KB CONFIG File
|ﬂ Mews_MDI_Service,backup.exe. config 2KB CONFIG File

|ﬂ MediaFrameCore, config
|ﬂ MediaFrame. config
|ﬂ KZ_MDI_Service.exe,config

Type: COMFIG File
Date Modified: 4/4/2008 :56 AM
Size: 1,16 KB

|ﬂ KZ_MDI_Service.backup.exe.config 1KE CONFIG File

1 |

|

That completes the process needed to create the backup config files for both the K2
MDI and News MDI. Continue with the following process to create the backup files

for both of the Generic FTP MDls.
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Modify the Generic FTP MDI config files

Use thefollowing processto duplicate and modify the Generic FTP MDI config files
for Generic FTP Host1 and Generic FTP Host2:

1. Log into the device running the Generic FTP application as Administrator.

2. Open an Explorer window at the following path to display the existing
configuration file:

C:\Thomson\MediaFrame\Configuration
Notice the following default file appears in the Explorer window:
» FTP_MDI_Service.exe.config

3. Select thefileFTP_MDI_Service.exe.config and use Ctl-C, and Ctl-V to copy thefile
into the same folder.

4. Rename the copy file, Copy of FTP_MDI_Service.exe.config to
FTP_MDI_Service.main.exe.config

This process creates a temporary copy of the FTP MDI configuration file.

5. Start MediaFrame Configuration using the following path:

C:\Program Files\Grass
Valley\MediaFrameConfig\MediaFrameConfig\MediaFrameConfig.exe

The following dialog appears.
ﬁMediaFrame Configuration o ] 4
ASK Location
’7Hostname: | MFSERVER Part: [a010
| Wergiong |
[ % Use the list and contrals below to select and configure the Managed Device Interface
'Js‘ Services [MDIz] installed on this system.

@ Geeic MDI Narme: [FTFMDIZ1 =]
Part: |an2s
Device Address: [10.16.42.77

Device Root Directory: IShare‘I

FTP Usemame: Iadministrator

FTP Password: I

™ Use Passive Transfer Mode
Transfer Targets

MD| Narne | Server
NewsMD| YFTP
add | ody | Renove |
Vadate | ok | camee | s |
4 Fail-nearline-2 10.16.41.68 .
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6. From the Transfer Targets|list, select NewsMDI.
7. Click Remove.
8. Click Add and configure as follows:

» Configure the same MDI name for the News MDI.

Modify the MDI config Files

» Configurethe X FTP Server. In this example, that is X-FTP.

9. Return to the MediaFrame Configuration dialog.

=101 x|

ﬁMediaFrame Configuration

ASK Location
’7Hostname: |ail-ab-svr Part: [9010
[t ]l Versinnsl
[ % Use the list and contrals below to select and configure the Managed Device Interface
'Js‘ Services [MDIz] installed on this system.
MDI Mame: JFTPMDI_1 o
Part: |an2s
Device Address: [10.16.42.77
Device Root Directory: IShare‘I
FTP Usemame: Iadministrator
FTP Password: I
™ Use Passive Transfer Mode
Transfer Targets
MD| Narne | Server
NewshDI ®FTP
add | Medip | Aemove |
Valdate | ok | camee | s |
4 Fail-nearline-2 10.16.41.68 .

The configuration file now links the FTP MDI to the X transfer server.

Perform the following steps to copy and rename the FTP M DI configuration file.

1. Reopen the Explorer window to the following path to display the existing

configuration file:
C:\Thomson\MediaFrame\Configuration
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The following Explorer window is displayed.

4

) rickk

il

ol |

@ C: Thomson',MediaFrame’,Configuration =]
File Edit Wiew Favorites Tools Help | :,-'
QBack - &) - ¥ | - Search | Folders | &5 3 X g | -
Address I_J 4 ThomsoniMediaFramelConfiguration j a Go
Falders X | | Mame | Size | Type ~
El 4 fainearline-1 | CIcons File Folder
[ % Local Disk (1) [S801va_MDI_Service.exe.carfig 1 KB ¥ML Configuratic
) ADFS [EFTP_MDIL.backup.exe.config 2KB  ¥ML Configuratic
) Browse ZKE XML Configuratic
) dell ZKE XML Configuratic
) Documents and Settings : 2KB  ¥ML Configuratic
) drivers [ MediaFrame.config 1 KB  ¥ML Configuratic
) Inetpub @MediaFrameCore.conFig G6KE  #ML Configuratic
) privates @Mseries_MDI_Service.exe.co... 1KB %ML Configuratic
) Program Files @MultiSiteMDI_Service.exe.config 1KE  ¥ML Configuratic
[5) serveradministratar @News_MDI_Service.exe.config ZKB %ML Configuratic
= 23 Thomsan i @NLS_MDIService.exe.config ZKB %ML Configuratic
= I MediaFrame @NTFS_MDIService.exe.config ZKE  ®¥ML Configuratic
= I Configuration [EéregisteredType.config 12 KB ML Configuratic
) Icons @TransFerManagerService.exe.... 1KE  ¥ML Configuratic
) MewsBrowse =] ProxeyMDConfig.xml 1KB #ML Docurnent
= 1) users
1 niallm

|

2. Rename thefile, FTP_MDl.exe.config to FTP_MDl.backup.exe.config.

3. Select the temporary file you created earlier in the procedure,
FTP_MDl.main.exe.config, and rename it to FTP_MDI.exe.config.

Now you should have the following fina files:

* FTP_MDl.exe.config—contains“Y” Generic FTP Host1 configuration

information

* FTP_MDl.backup.exe.config—contains“ X" Generic FTP Host1 configuration

information

4. Return to the beginning of “Modify the Generic FTP MDI config files’ and repeat
the same processfor the default and backup FTP M DI configuration filesfor host 2.

DSM Configuration to Use Aurora Mirrored System
Manager

Thissection describestwo special configuration proceduresfor the AuroraDSMsthat
are required to support the database replication component of the Aurora Mirrored

System Manager. This process must be performed onthe AuroraDSM for each of the
X and Y K2 Storage Systems.

The following steps assume both X and Y K2 Storage System AuroraDSMs are
functioning normally

NOTE: These process are specific to the Aurora Mirrored System Manager
installation and must be performed before you initially start the application.
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NOTE: Aurora Mirrored System Manager requires DSMs with SQL Server 2005 or
higher, not 2000.

Configure Microsoft SQL Server Auto Login

Perform the following stepsto configure SQL Server Login to work with the Aurora
Mirrored System Manager:

1
2.

N o o b~ W

8.

Logintothe DSM as Administrator.

Open Microsoft SQL Server Management Studio, using Start | Programs | Microsoft
SQL Server 2005 | SQL Server Management Studio, and the Connect to Server dialog

appears.

. Select Windows Authentication to log in.

. In the Object Explorer pane right-click Start to open the SQL Server Agent.
. In the start-confirmation box, click Yes.

. Right-click Properties.

. Inthe dialog, ensure that the following boxes are checked:

“Auto restart SQL Server if it stops unexpectedly”
“Auto restart SQL Server Agent if it stops unexpectedly”
Close the Properties dialog and the SQL Server Management Studio.

Configure SQL Server Agent

Perform the following steps to configure the DSM SQL Server Agent to work with
with the Aurora Mirrored System Manager:

July 10, 2008

1

o o1~ W

8.
9.

Start the Services Management Console using, Start | Settings| Control Panel |
Administrative Tools | Services.

. Scroll to SQL Server Agent (MSSQLSERVER). Double-click on that line to open the

agent properties.

. Click the General tab, set the Startup type to Automatic, and click Apply.
. Click the Log On tab, and select the This Account radio button.
. Enter the user-name and password of the Administrator account and click OK.

. On the message box that reads, “ The account Administrator has been granted the

Log On As A Serviceright.” click oK.

. On the message box that reads, “The new logon name will not take effect until you

stop and restart the service.” click OK.
Close the Properties dialog.

Right-click Restart to restart the service.

NOTE: Other user accounts can be used to run the service, but they must be
Administrators. If workgroup (non-domain) security is used, the same administrative
account and password must be used on both DSMs of the replicating pair.
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PseudoSmartBins Cleanup Before Using Aurora
Mirrored System Manager

Refer to “ PseudoSmartBins’ on page 23 for overview information.

Before reestablishing mirrored operation, so called orphan files must be purged from
the target K2 Storage System.

That means, if the target has been running in split mode, its file system may have
accumulated .vmf files (Aurora master clips) that do not exist on the source K2
Storage System. These files must be deleted on the backup volume, but only on the
backup volume. It isvery important that you not delete these orphan filesfrom
the main volume. For example, during split operation on the target, a Clip_1 movie
and corresponding Clip_1 master clip are created in a SmartBin. This Clip_1 has no
relationship to assets on the source K2 Storage System. Thisfile must be deleted from
the target so that it does not interfere with replication. Assets that remain
synchronized from the previous instance of mirroring do not need to be purged.

When mirroring has been established, verify that the serviceisworking by confirming
the creation of mediafiles on the backup K2 Storage System that correspond to the
mediafilesin the SmartBins of the main K2 Storage System.

Limitations

PseudoSmartBins automatically mirrors SmartBins configuration changes (such as
creating or disabling) to the backup K2 Storage System. However, because of
AllSync’s action within the work-in-progress (WIP) bins, it is an error to create a
SmartBin in the WIP subtree. This causes mirroring collisions between AllSync and
PseudoSmartBins.

CAUTION: You can cause collisionsif you move clipsinto or out of a
SmartBins from Aurora Edit.

Theteaming feature of SmartBinsallows multiple SmartBins serversto operate on the
same SAN and automatically share the job load amongst themselves. While
SmartBins servers can team when running in normal mode, they cannot team in
pseudo mode. Only one SmartBins server on the backup K2 Storage System can be
running and it must be in pseudo mode. This is automatically managed by Mirrored
System Manager.

Aurora Mirrored System Manager Software
Configuration

This section describes configuring and linking the AuroraMirrored System Manager
software to the various devices it controls.

Retrieve K2 System Configuration Application config files

CAUTION: The Aurora Mirrored System Manager only supports
configuration from one Control Point PC. Separate Control Point PC
should not be configured on both X and Y Storage Systemsto run the
Aurora Mirrored System Manager.
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Y ou must configure the K2 Storage Systems from a Control Point PC using the K2
System Configuration application for the Aurora Mirrored System Manager to
function properly.

NOTE: If both K2 Storage Systems were setup from this Control Point PC, skip this
step.

If one or both of the K2 Storage Systems were NOT setup from this PC perform the
following steps.

1. Loginto the Control Point PC with Administrator privileges.

2. Launch the K2 System Configuration application.

3. From the tool bar, click the option Retrieve Configuration.

4

. Inthe diaog, enter the name of the K2 Server that is the designated main FSM for
the K2 System and click “Retrieve’.

The user interface of the K2 System Configuration application should update to
show atree view of the K2 Storage System.

5. Repeat steps 1 through 3 to retrieve the configuration from the K2 FSM Server for
your mirror K2 System.

6. Click Exit to close theK2 System Configuration application.

Prepare the Aurora Mirrored System Manager Configuration

July 10, 2008

Perform the following steps before you start the Aurora Mirrored System Manager
configuration:

1. Launchthe AuroraMirrored System Manager application from the Start | Programs
| Grass Valley menu.

The following logon screen appears:

Fleaze enter the user name and password for a
uzer account on this computer.

Username: [ administrator

Pazsword: [

2. Logon using an administrator account on the Control Point PC and click OK.
Thefollowing initial Aurora Mirrored System Manager screen appears:
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= k2 System Storage Switcher E”E”X|

Manage Switch

3. From the main toolbar, click on the Manage | K2 System Pairs menu and the
following dialog screen appears:

K2 System Pairs X
 Defined K.2 System Fairs
5 and T
Fiemove Pair |
View Devices... |
— Create K2 System Pair
Select the first K2 System : I ;I
Create Pair |
Select the second K2 System I ;I
Lloze |

From the K2 System Pairs dialog create a K2 System Pair using the following
steps:

NOTE: If you have performed this process before the pair appear in the Defined K2
System Pairslist.

4. From the Create K2 System Pair area use the Select thefirst K2 System drop-down
list to select the main K2 system.
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5. Select the backup K2 system from the Select the second K2 System drop-down list
6. When both K2 systems are selected click Create Pair.
7. The newly created pair appear in the Defined K2 System Pairslist.

8. Select the pair and click View Devices.

Thefollowing dialog appears:
<pairname> ‘-“ ‘
Configured devices Devices to be reconfigured
These are the configured devices in the defined K2 Spstem pair. Type in additional These devices have inztalled software that
hostnames OF select a device to be reconfigured during a switchover needs to be stoppedireconfiguredistarted

during switchower

Hostrame : j Add > iggm.{l 1
¥-5BIM-1
#-DSM
Describe software components rurring on device : <- Remave \FK.AEI)I_SENC
Aurora Editar F&lL-AB-5VR
FalL-5GL

Advanced Encoder
Conform Server

| SmartBin Server
Mews MDI Server
D5M
Browse Server
Archive MDI Host
Mearline MDI Host

FAIL-NEARLINE-1
FAIL-NEARLINE-2

Pzeudo SmartBin host

v Make selected SmartBin server the pzeudo SmartBin host

Current pzeudo SmartBin host = #-SBIN-1

Current pseudo SmartBin host v -5SEIMN-1

Initially, the Hostname drop-down list will display all of theiSCSI clients from both
K2 Storage Systems that you have previously configured in the K2 Configuration
application. Perform the following steps to configure the clients software
components:

NOTE: You must select each client from the list and check the appropriate boxes to
describe the software components installed on the device. This configuration allows
the Aurora Mirrored System Manager to take appropriate action based on the
softwar e installed when you initiate a switch.

1. From the Hostname drop-down list select one of the iSCSI clients.

2. In the area, Describe software components running on device, click al of
appropriate checkboxes for the specific device.
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3. When completed click Add -> and the device name moves to the Devicesto be
reconfigured list.

If thisisaniSCSI client, AuroraMirrored System Manager verifiesthat the device
can be switched to the other K2 Storage System by verifying that it can accessthe
bridge K2 Server. If that fails, you must correct the iSCSI network connectivity to
the peer K2 Storage System and try the installation again.

4. When configuring hosts running SmartBins server, the PseudoSmartBins host area
appears at the bottom-left. Click the Make selected SmartBins server the
PseudoSmartBins host checkbox.

NOTE: If you have morethan one SmartBins server on each K2 storage system, select
only one SmartBins server to be the PseudoSmartBins host.

The following devices do not automatically appear in the to the K2 Configuration
application software components list and must be manually added:

* Two DSMs

* Aurora Browse Server
» Archive MDI host

* Nearline MDI hosts

5. For each of these devices, manually add their name in the Hostname data entry
space and select their software components from the checkbox list.

6. When completed click Add -> and the device name moves to the Devicesto be
reconfigured list.

7. When all of the hosts components in the drop-down list have been configured and
the manually added devices configured, close the dialog.
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User Interface Overview

This section describes the user interface of the Aurora Mirrored System Manager
shown in the following illustration.

X and Y Status

Workflow Selection

| Workflow
Checkboxes

Mai n M Aurare Mirrored System Manager - [X and Y]
Menu bireis Eficy —|w
I ¢ S stat oes
Splact ity
E
e Fomi a4kt 0 1icng e —————— L
» DEM T DSM
MarkBachp @ Menoros STSARE 2a0IHY Matiay @ Baow Jow Wricmbclon - Tk asdoanis
Sun @ Muminge ok reie Swir M P eskcston bchu R :'.::-::-‘w“:n"‘l'
Ao IF i caat Aa T 5 reciester o e s DA
[ayTer— I I e bk
D s S | | Cutabace s #at .
Mg Hxp Miepicaica
e I R
F izmaBres Siax el L
Erawalrvc Do r A0 i [k DOw e Core
e s s - T il F Has e ik
Status Toir | Py Eion T i = "
and — | =0 doma S e E oo s
CO ntrol I iuSratlinic kcanmeds
F e ona
T 56" Srail e bowein mcre
1 ek dercs bar i Y
T Zeeh Ffibarmn 3ok wgoed
T bt B ooty
T — e e e,
o L
L8 reein Devma 0000 b | et T amrier o oY
B e i ————— S ——
r YT e bo: mhwn cone
G b ar Bl
okl | Az e K b e | v () e Bk b r ar Ale T HAS s i
hara v ool " b o 3o mrwn doma|
Theuser interfaceisdivided into the five major areas show in the previousillustration
and described in the following sections:

July 10, 2008

The main menu allows you to manage the Aurora Mirrored System Manager and
switch between storage pools. The menu itemsinclude:

* Manage | K2 System Pairs—Used to configure the X and Y storage pools

* Switch | X and Y—Used to switch between the X and Y storage pools

X and Y Status

TheX and Y statusstrips, showninthefollowingillustration, arelabeled X and Y and
display which K2 Storage System ismain (shown as green) or backup (shown asgray)
mode based on the DSM mode.

NOTE: When in split mode (both systems being used simultaneously), both strips

appear green.
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Status and Control

The six groups of the status and control section display DSM, Browse, and i SCSI
Clients. Each can be expanded or collapsed (using the plus or minusbutton). All status
indicators are grouped in abox and all buttons that modify state relating to that group
arein the group box immediately under it. Statusis typically indicated by colored
“LEDS".

Y ou must be logged into the Control Point PC as Administrator before launching the
Aurora Mirrored System Manager application. The logon credentials determine the
capabilitiesthe application exposes. Non administrator accountsare only ableto view
the status of various components and can not execute any operations that change the
state of the devices. Administrators can view and execute operations.

DSM Replicator

The DSM Replicator group, shown in the following illustration, display the status of
the DSM's connected to your storage pools.

Replication Status

. EIDSM Replicator 1
Ma|n\BaCkUp Replication running
X-DSM Y-DSM
Main\Backup @  Main since 342542008 2:52:50 PM Main\Backup @ Backup I DSM Status
Status —————® Sts @  Funving s replication master Status @ Running as replication backup

I— DSM State
/ Assetcount: 23 Asseloount . 23

The callouts shown in the previous illustration are described in the following:

Asset Count

» Overal replication status—Indicates if database replication is keeping both DSM
databases in sync. State text can be any of the following -

* “Replication running”—Replication is active
» “Replication failed”—Replication failed and the databases are not synchronized

» “Replication stopped”’—Replication was stopped. Can be the case when the
systems are running in split mode.

» Main\Backup LEDs—Indicate whether the DSM database isin main or backup
mode.

» DSM replication status—Indicates the state of replication on that DSM.

» Asset Count—Indicates the number of assets in the database. When replication is
running between two DSMs, the asset counts should update under both DSMsto
reflect updates to their respective databases. After replication has been started,
initial synchronization can take several minutes. Do not expect the asset count
numbers to track during this startup interval.
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DSM Controls

TheDSM Controlsgroup, showninthefollowingillustration, allowsyouto configure
the DSM's connected to your storage pools.

EIDSM Contrals

D atabase Status :

Fieplication :

July 10, 2008

Satus and Control

NOTE: After the several-minute replication startup interval, the asset count values
may vary slightly between the main and backup DSMs as current changesin themain
database are not instantaneously replicated to the backup. Most importantly, the
backup’ s asset count should closely, though not necessarily identically, track the
main’s. Replication is suspect if an asset count value for the backup significantly
differs fromthat for the main, or if the value for the backup remains constant
independent of changes in the main.

» DSM replication status text—Descriptive text about the state of replication. Can be
any of the following:

“Replication is running”—Replication processes are active on this DSM
“No replication isin progress’—Replication is not active on this DSM

“Running as replication master”—Indicates that the database is being replicated
FROM thisDSM

“Running asreplication backup” —I ndi cates that the database isbeing replicated
TO thisDSM FROM the main DSM

» DSM state text—Next to the main\backup indicators are text state indicators. The
text can be any of the following:

“Not Responding”—Aurora Mirrored System Manager cannot communicate
with the DSM

“Online since mm/dd/yyyy hh:mm”—The DSM has been running in main mode
since the date\time indicated

“Backup”—The DSM is running in backup mode AND its database isin sync
with the main DSM (replication is active)

“Standby since mm/dd/yyyy hh:mm”—The DSM isin backup mode and
replication is not running between the two DSMs.

| | D atabase Status : | |

| Stop | Fieplication : | |

The following sections describe the DSM Control buttons:

DB Status controls—Use Set Main and Set Backup, located under the DSM status
indicators, to control the database mode.

e Set Main—This setsthe DSM to main mode. The main LED must turn green if
successful and red on failure.

» Set Backup—ThissetsthisDSM to backup mode. The main\backup indicator LED
must turn gray if successful and red on failure and the text label indicates the new
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mode.

When the X and Y systems are running in main or backup mode, only one of the
DSMs can be set to main mode, the other should be set to backup mode. When X
and Y systems are running independently (split), then both DSMs should be set to
main mode and database clients on each “side” of the split transact with their
corresponding DSM.

Replication controls— Use the Start and Stop to control replication of the databases
onthe DSM.

» Start—Initiates replication FROM this DSM. The application ensures that
replication can only be started FROM the main DSM. This is because database
clients only transact with the main DSM. The replication statusindicators show if
replication was started successfully.

CAUTION: Replication should not be started when in split mode—both
systems operate independently. Replication overwrites all asset data in
the backup database.

When Start is clicked, the database contents from the main DSM overwrite the
contents of the database on the backup DSM. It does not merge the contents of the
database.

» Stop—Stops the replication processes. Used, typically, when you want to operate
X andY systemsindependently. When replication isrunning, Stop is enabled only
onthemain DSM. Thereplication statusindicators show if replication was stopped
successfully.

Stopping replication automatically stops any replication processes on the backup
DSM. Once stopped, databases are not synchronized until replication is restarted.

Aurora Browse Status and Controls

The Aurora Browse system can only use services and resources from the X system or
the Y system. It cannot simultaneously access both X and Y system content. The
browse system consists of software componentsinstalled across multiple devicesand
each uses configuration information that refers to resources on one of the X systems
or Y systems. These configuration resources include the DSM, transfer targets, and
others.

The Aurora Browse Status and Aurora Browse Controls user interface groups appear
in the following illustration.
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Satus and Control

ElAurora Browse Status

@ Activeonx [}
ElAurora Browse Contrals
Current Status Perform action on : Action to perform :
) Awrora Browss Server - FAILAB-SWR ¥ Browse Server e
8 Start Sh
@ Aechive MD| Host - FAIL-SGL ¥ drchive MOl Host w0 &l | op |
@ Mews MDI host - FAILENC
_ o W e st 2 SwichXtoY | Switch 10X |
@ Mearlinel MOl Host - FAIL-MEARLINE A W Mearinel MOl Host e
@ Meaine? MOl Host - FAIL-MEARLINE-2 W Nearline? MOl Host v
Operation: Start

The controls and indicators shown in the previousillustration are described in the
following:

Aurora Browse Status

Aurora Browse Status indicators correspond to the X and Y storage systems.
e Green LED followed by “Active on” indicates:
» Which X or Y system that Browse is currently accessing

» Various devices hosting browse service components are al running and
“pointed” to the X or the Y storage systems

* Gray LED indicates:
» One or more Browse services hosted on various devices are not running

» Or, are not using the correct configuration for the system that is currently active

NOTE: You can view the control statusindicatorsin the“ Aurora Browse Controls’
group box to see which devices might not be running correctly.

Aurora Browse Controls

The controls and indicators are described in the following:

» Current status—Browse services run on multiple hosts — each is displayed here.
The LED indicators, next to the device names, display the status of the services
running on that device and the following colors indicate:

» Green—The services are running

» Yellow—Typically temporary, showing astate of transition istaking place. For
example, when a“stop” operation is being performed.

e Gray—Servicesare not running
» Red—Start or stop failed.

» Actionto perform—Y ou can “ Start”, “ Stop”, or “ Switch” operations on one or
more devicesindicated by the check boxes selected next to the device names. For
example, to stop the Browse server only, check only the Browse server and click
Stop.

» System being accessed - Following each deviceisan “X” or “Y” indicating the
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system being accessed currently by the respective host.
 State change buttons include:

- Start—Stops services on the devices selected by checkboxes. To switch the
entire browse system from one side to another, check all boxes. The LED by
the selected devices turns gray if services are stopped successfully or red if
an error occurs.

- Switch X to Y—Switches all devices salected with the check boxes to use
their Y configuration.

- Switch Y to X—Switches all devices selected with the check boxes to use
their X configuration.

NOTE: Execute these Switch processes only after executing a stop operation. To
switch the entire browse system from one K2 Storage System to another, check all
boxes. If the switch is successful, the text label will changeto “ X" or “ Y” . Changes
take effect only after clicking Start.

- Stop—Stops services on all devices selected by checkboxes.

For further verification after the Browse system is started check the following:

» Logsinthe News MDI should indicate successful registration with the
MediaFrame ASK software component.

* RulesWizard on the MediaFrame (Browse) server should indicate the A sset
System with the News MDI initialized on startup.

» Thenew asset proxies created using the Encoders point to the selected K2 Storage
System should have a playable proxy. That means the Encoders can access the
High resolution asset on the new side and are able to create successful proxies. If
no proxies are created after switch over, check the Encoder logs for any reported
issues.

SmartBins Servers and Switchable iSCSI Clients

The SmartBins Servers and Switchable iSCSI Clients section of the AuroraMirrored
System Manager user interface is shown in the following illustration.
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Pending
Operations

July 10, 2008

Satus and Control

X Devices Y Devices
| |

ElSmanBin Servers and Switchable i5CS| Clisnts

Forevid) | Rales [ Status [ Device [ Roles [ Stats @—o Status
wit-5B1.. ST Client, SmartBin Serv... i 5EIN i5CSI Client, SmartBin..
SAHFAIL-... SCSI Client, Advanced Enc...

—@ Number of devices with active pending operations 1] Use only if necessary [if a client switch fails) ;T Force Fieboot

Reboot

The callouts shown in the previous illustration are described in the following:

» X Devices—Thelist view on theleft displaysall iSCSI clients currently accessing
the X storage pool. Thelist includes al “switchable” devices (those that can be
moved between the X and Y storage pools using this application) and the
SmartBins servers for the X system.

NOTE: The SmartBins servers cannot be switched to access Y storage. Their mode of
operation worksin lockstep with the DSM state. When DSM X ismain, the SmartBins
should be set to main mode. When an iSCS client is successfully switched from X to
Y, the application will remove the device from the X list and add it to the Y list.

* Y Devices—Thelist view on theright displays all iISCSI clients that are currently
accessing the Y storage pool. Thislist functions the same as the previous
description.

* Roles column—Indicates the software applications or services running on each
device.

 Status column—Displays status text when a state change operation is executed on
the device like switching the storage. The status update itself as the process of
switching executes various operations like rebooting or reconfiguration.

» Pending Operations—Displays the number of devicesthat are currently being
switched by the application. Once a device has completed all reconfiguration to
change its storage access, the count is decremented until it reaches 0.

CAUTION: Do not terminate the Aurora Mirrored System Manager

A application while a switch operation is pending. The application will
prevent the user from closing the main window but cannot prevent
forceful termination. Terminating the application will resultin an
inconsistent configuration state.
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For ce Reboot—Used to cause aremote reboot operation on aselected device. Y ou
can use this Reboot if a device is not responsive.

InSync, SmartBins and iSCSI Client Controls

The InSync, SmartBins and iSCSI Client Controls section of the Aurora Mirrored
System Manager user interface is shown in the following illustration.

InSync

S —

ElSmantBin Servers, iSCSI clients and InSync Contrals

# SmanBin mode Switch storage pool from = InSyne Switch storage pool from Y Y SmanBin mode

Set Main Set X Main Set Main
Select device(z] and click ta Select device(z] and click ta
Sm art B | ns Sel Backup change storage paol Sel ' Main change storage paol Sel Backup Sm art B | ns
Mode

Switch -» <- Switch Mode
Current Mode Current Mode Current Mode
wis Main wis Main ' is Backup

Switch Switch

The callouts shown in the previous illustration are described in the following:

1.

InSync—Used to manage the InSync application to tell it which direction to move
K2 browse assets. Click Set X Main to direct InSync to move assetsfrom X to'Y and
back when you click Set Y Main.

NOTE: Before executing this operation, you must first manually stop the InSync
application. Once executed, you must manually restart the InSync application for the
change to take effect. For example, if you set X as main the InSync application shows
that the master K2 (source) Client is one of the K2 Media Clients on the X system.

2.

SmartBin mode—Use the Set Main and Set Backup buttons to reconfigure the
SmartBins servers to work in main or backup mode.

The SmartBins mode should normally match the DSM mode. For example, if the
X DSM database status is main, the X SmartBins mode should also be main.

When you click Set Main or Set Backup, the status entry in the list view should
transition from “ Stop pending” to “Reconfiguration pending” to “ Start pending”,
and finaly, when the operation is successful, the status entry clears. If an error
occurs, the statustext indicatesthe error and the device icon changesto ared check.

NOTE: The SmartBins servers do not switch storage pools; you do not have to select
themin the list view when using the SmartBins mode controls, and they do not move
from left to right or vice-versa.

3.

Switch—The switch-> button on the left moves devicesfrom X to Y storage pool.
the <-Switch button on the right moves devicesfrom Y to X storage pool. Y ou must
first select one or more devices in the appropriate list before clicking one of these
buttons and only selected devices are reconfigured. Reconfiguration occursin
paralel if there are multiple devices selected and the status column updates with
text that describes the state transition or operation in progress.
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Once aswitch operation iscomplete, the deviceis moved from onelist to the other.
A failureresultsin theicon changing to ared check for the device.

To verify that the storage access as switched, confirm the device can accessthe V:
drive.

CAUTION: The process takes approximately 9-10 minutesto complete

A and cannot be interrupted once initiated and it involves rebooting the
device. All work on the device must stop BEFORE this operation is
initiated and must not resume until the operation is complete.

Executing workflows

The AuroraMirrored System Manager provides achecklist sequence of operationsto
perform to accomplish some common workflows. Examples of workflows include:

e “SwitchX toY”

» “Split and switch to X”
o “SplitXandY”

e gtc.

Y ou can select aworkflow to execute from the drop down list described in the section
“Workflow Selection”. When aworkflow is selected the Aurora Mirrored System
Manager displaysalist of checkboxesindicating the sequence of stepsthat need to be
performed to complete the operation.

Following is a description of the workflow selection and configuration process.

1. You select aworkflow from the Select workflow drop-down list. See the section,
“Workflow Selection”

2. A list of checkboxes appear. See the section, “Workflow Checkboxes’

3. You must perform the steps indicated by the text next to the checkboxes. This
typically means that you must perform some operation on the user interface
controls shown on theleft side of the screen. For example, click aparticular button.
If acheckbox isgrayed, it meansthat the operation is performed using the controls
on the Aurora Mirrored System Manager user interface. If the checkbox is not
grayed, an external operation must be performed on some other application (For
example, stop AllSync) or some verifying step that must be performed.

4. Once completed, you check the box against the operation and proceed.

5. Once you perform the operation, the application executes and once complete,
AuroraMirrored System Manager checksthe box against the operation performed.
If successful, the text next to the checkbox changesto black, if the operation fails,
the text changesto red.

NOTE: Aurora Mirrored System Manager will not prevent an out of sequence
execution of steps. It will check the appropriate box when the user performs the step.

In summary, the workflow works like an interactive guide, not awizard that enforces
order and helps the user keep track of steps executed.
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If the application is closed in the middle of a sequence, the last executed step is not
saved, however, the workflow nameis saved. When the application isre-launched, a
message box appears telling you which workflow was not completed. Y ou can then
infer from the status indicators where you left off and continue.

NOTE: Using the workflow sequence is entirely optional.

Workflow Selection

The Select workflow section of the Aurora Mirrored System Manager user interface
is shown in the following illustration.

Start Here

Select workflow :

Reset

From the Select workflow drop-down list you can select the following:

NOTE: The following sections describe use cases for the common wor kflows that
Aurora Mirrored System Manager currently supports:

» Switch X to Y—Usethisworkflow when the system isusing the X system asmain
and the Y system isfunctioning in backup mode. This workflow can then be used
to transition all operationsto use the 'Y system as main.

Thiswill include making the Y-DSM and SmartBins main, moving over clients
and reconfiguring the Aurora Browse system to be directed to the Y system and
having InSync operate with the Y system as main— pushing K2 assetsfrom'Y to X
system.

At thesametime, all components operating in main mode on the X system sidewill
be made backup and DSM replication will be initiated from the Y-DSM to the
X-DSM.

» Switch Y to X— Use thisworkflow when the current system stateisusing the Y
system as main and the X system is functioning in backup mode. This workflow
can then be used to transition all operations to use the X system asmain.

Thiswill include making the X-DSM and SmartBins main, moving over clients
and reconfiguring the Aurora Browse system to be directed to the X system and
having InSync operate with the X system asmain — pushing K2 assetsfrom X to Y.

At the same time, all components operating in main mode onthe Y side will be
made backup and DSM replication will be initiated from the X-DSM to the
Y-DSM.

e SplitX andY (X current main)—Use this workflow when X isthe current main
and Y isworking in backup mode. Thisworkflow will splitthe X and Y system so
that they will operateindependently. Therewill be no database replication between
DSMs, no InSync and AllSync and the Browse system will remain active on the X
system.

* Split X and 'Y (Y current main)—Use this workflow when the Y system isthe
current main and X isworking in backup mode. Thisworkflow will split the X and
Y system so that they will operate independently. There will be no database
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replication between DSMss, no InSync and AllSync and the Browse system will
remain activeon the Y system.

» Restore with X as main—Use this workflow when the systems are currently
running in split mode wherethe X and Y systems are independent. Thisworkflow
can then be used to restore redundant operations where the X system becomes
main. Thiswill include setting the Y system DSM and SmartBins servers and to
backup mode, moving clientsto X, and then restarting replication from X to Y and
configuring InSync to move K2 assetsto Y from X.

» Restore with Y as main—Use this workflow when the systems are currently
running in split mode wherethe X and Y systems areindependent. Thisworkflow
can then be used to restore mirrored operationswherethe Y system becomes main.
Thiswill include setting the X system DSM and SmartBins servers and to backup
mode, moving clientsto Y, and then restarting replication from Y to X and
configuring InSync to move K2 assetsto X from Y.

» Split and switch to Y—Use this workflow when you want to perform a switch to
the Y system in phases. This operational mode will switch from X asmain and Y
as backuptoY asmain and X as backup. This process will be donein stages.

Split X and Y into two independent systems, with 1 editor moved to Y. Validate
material and work-flow on Y using the one editor. Complete the switch of editors
and browse from X to Y. Then, start the replication processfrom Y to X.

» Split and switch to X—Usethisworkflow when you want to switch to the X system
in phases. This operational mode will switch from Y asmain and X as backup to,
X asmainand Y as backup. This process will be donein stages.

Split X and Y into two independent systems, with 1 editor moved to X. Validate
material and work-flow on X using the one editor. Complete the switch of editors
and browse from Y to X system. Then, start the replication process from X to Y
system.

The Reset button is used to clear all of the checkboxes.

NOTE: The Reset button does NOT reset the changes you have made in the user
interface.

Workflow Checkboxes

The Workflow Checkboxes display alist of steps that you must perform to complete
aworkflow.
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s this workflow if : The < system is
operating in primary mode and you want to
awitch operations to the 't aystem

r Stop replication on current primary
7 Setx DSM state to backup
[~ Stop all browse components

[~ Perform the switch operation ta % far browse.
Do not start browse syztem pet.

™ Stop Inspnc and &ll5ync [check box when
done]

Set % SmartBins to backup made

NOTE: Thisdoesnot work like a wizard. You must execute the operation in the Status
and Control or some other manual activity.

Gray checkboxes require you to perform a step in the Status and Control area. When
you completethe stepisindicated by acheck and thetext remains black. Unsuccessful
completion isindicated by acheck but the text changes to red.

Checkboxesthat are NOT gray requireamanual activity that you must perform. Once
you complete the process you must check the box before proceeding to the next step.

NOTE: The application does not prevent an out of sequence execution of steps.
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Use thisworkflow when the system is using the X storage system as the main storage
pool and the Y storage system is functioning in backup mode. This workflow can be
used to transition all operationsto usethe Y system.

Thiswill include making the Y-DSM and SmartBins main, moving over clients and
reconfiguring the Aurora Browse system to be directed to the Y system and having
InSync operate with the Y system as main and moving the K2 assetsfrom the Y to X
system.

At the sametime, all components operating in main mode on the X side are changed
to backup and DSM replication is changed from the Y-DSM to the X-DSM.

NOTE: The following description explains a change from X storage systemto Y
storage system. The steps needed to change from*“ Y” to “ X" are the same only the
letter indicators are reversed.

Switch Workflow Management Steps

The following section describe the processes needed to switch the X storage system
totheY storage system.

To Start

From the Select workflow drop-down list select Switch X to Y and the custom list of
steps needed to make the change appear in the workflow checkboxes list.

Start Here

Select workflow :

Usge this workflow if : The = system is
operating in main mode and you want to switch
operations to the " spstem

r Stop replication o the = DSM

™ Get¥ DSM state to backup

Stop all Erowze components

Stop replication on the X DSM
To stop replication on the X-DSM perform the following steps:

1. From the DSM Controls group on the X-DSM side of the user interface, and next
to the Replicate label, click Stop.
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EDSM Replicator
Replication running
X-DSM Y-DSM
baintBackup Q Main since 3/25/2008 2:52:50 P I ainhBackup Q Backup
Status Q Running as replication master Status Q Rumning as replication backup
Azzetcount: 23 Azzetcount: 23

[EIDSM Contrals

Database Status : J”\l D atabase Status : | |

Replication : ( | 5@ Replication : | |

A DSM Replicator status alert message appears and asks you to Please wait. When
the change is completed the following alert message appears:

Aurora Mirrored System Manager

\i‘) Database replication has been stopped successfully,

2. Click OK.

3. Confirm replication has stopped by checking the following status changes in the
DSM Replicator status group:

» DSM replication status text should change from “Replication running” to
“Replication stopped” on both the X-DSM and Y-DSM sides.

» The Status LEDs should change from green to gray.

Set X DSM state to backup
To change the DSM state to backup on the X-DSM perform the following steps:

1. From the DSM Controls group on the X-DSM side of the user interface, and next
to DB Status, click Set Backup.
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Sop all browse components

ED5M Replicator
Replication stopped

MaintBackup € MainB ackup__ Statrdbsi BL2008 3 36: 26 P

atus @ Replication is stopped Status 0 Fieplication iz stopped

Aggetcount: 23 Azgzet count: 23
EIDSM Cantrols
Diatabase Status : | setBackup | Datsbase Status:  SetMain | |
Feplication : Start | | | Replication : | |

2. Confirm the DSM s have switched roles by checking the following status changes
in the DSM Replication status group:

» X-DSM side, should change to “Replication is stopped” with agray LED
» Y-DSM side, should change to “Replication is stopped” with agreen LED

Stop all browse components
To stop al browse components perform the following steps:

1. From the Aurora Browse Controls group, and under the Perform action on label,
click all of the checkboxes listed.

2. From the Action to perform area, click Stop.

Elsurara Browse Status
( ‘)

El#urora Brawse Controls

Current Status Perform action an : Action to perform :

Nearlinel MDI Host - FAIL-HEARLINEN]
Mearine2 MDI Host - FAIL-MEARLINE-2

v Mearlinel MDI Host

@ Aurora Browse Server - FAILAB-SYR Tl Biamms Sape
3 Start
@ Archive MDI Host - FAIL-SGL ¥ Archive MDI Host ar |
@ Hews MDI hast - FAIL-ENC
= Bt i SwichKtoY | SwitchY toX
@

W Mearline2 MD| Host

Operation: Stop

3. Confirm all browse components have been stopped by checking the following
status changes in the Aurora Browse Status area:

» X-DSM side, the LED should change to gray
» Y-DSM side, the LED should change to gray
» All LEDsnext tothedeviceslisted under “ Current Status’ should changeto gray
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Switch Browse components from X to Y. Do not start Browse
components yet.

To switch Browse components from X to Y system, perform the following steps:

1. From the Aurora Browse Controls group, and under the Perform action on label,
click all of the checkboxes listed.

2. From the Action to perform area, click Switch X to Y.
NOTE: Do not start Browse components yet. You will start Browse componentsin a
later step.

Bl Awrara Brawse Status

@ @

ElAurora Brawse Controls

Current Status : Perform action on : Action to perform :

@ Aurora Browse Server - FAILAB-SWR ol Evemee Same v
@ Archive MDI Host - FAIL-SGL ¥ Archive M) Host v Stop |
Mews MDI host - FAIL-ENC
[ , W Mews MOl Host Yy TR RS |
@ HNearlinel MDI Host - FAIL-NEARLINE-1 ¥ Nearlinel MDI Host v
@ Nearline? MDI Host - FAIL-NEARLIME- ¥ Mearline? MD1 Host v
Operation: Switch = to Y

3. Confirm all browse components have been switched by checking the following
status changes in the Perform action area:

* A *Y” should appear following all of the checked Browse components

Stop InSync (check box when done)
To stop InSync perform the following steps:

1. Stop InSync using the instructions in the K2 InSync, K2 MIRRORING
SOFTWARE, User Guide.

NOTE: You must stop the K2 InSync application on the Control Point PC.

2. When completed, click the Stop InSync (check box when done) checkbox.

[+  Stop InSync [check box when done)

Stop AllISync on the X NAS server (check box when done)
To stop AllSync perform the following steps:

1. Stop AllSync using the instructions in the All Sync Documentation.
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In the InSync controls area, click the button to make Y main

NOTE: You must stop the AllSync application on the NAS attached to the X storage
pool.

2. When completed, click the Stop AllSync on the X NAS server (check box when done)
checkbox.

v Stop AllSync on the = MAS zerver [check
box when done]

In the InSync controls area, click the button to make Y main
Tomakethe Y system main in the InSync controls area, perform the following steps:

1. From the SmartBins Servers, iSCSI Clients and InSync Controls group, in the
InSync controls, click Set Y Main.

[HSmartBin Servers, iSCS| clients and InSync Controls

* SmartBin mode Switch storage pool from = InSync Switch storage pool from ' SmartBin mode
Set Main Set ¥ Main Set Main

Select device(s) and click to Select device[s) and click to

B change storage pool change storage pool B
Switch -» <- Switch

Current Mode Current Mode Current Mode

iz Main ' iz Backup

2. Confirm'Y system has been configured asthe main storage pool by confirming “Y
isMain” appears under Current Mode.

Set X SmartBins to backup mode
To set the X-SmartBins server to backup mode perform the following steps:

1. From the SmartBins Servers, iSCSI Clients and InSync Controls group, in the X
SmartBins mode controls, click Set Backup.

[HSmartBin Servers, iSCS| clients and InSyne Contrals

* SmartBin mode Switch storage pool from =< InS ync Switch storage pool from ' SmartBin mode
Set Main Set Main Set Main
Select device(s) and click to Select device[s) and click to
change storage pool Set' Main change storage pool St Backup
Switch -» <- Switch
Curmrent bode Curmrent bode Current Mode
¥ iz Backup Y iz Main Y iz Backup

2. Confirm X system has been configured as the backup storage pool by confirming
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“X isBackup” appears under Current Mode.

Set Y DSM to Main
To set the Y-DSM as the main DSM perform the following steps:
1. From the DSM Controls group on the Y-DSM side and click Set Main next to

Database Status.
E1D5M Replicator
Replication stopped
X-DSM Y-DSM
Main\Backup Standby since 3/27 /2008 31918 Ak Main\Backup 7 Standby since 3/25/2008 3:36: 26 FM
Status @ Replication is stopped Status 0 Replication iz stopped
Azgetcount: 23 Azzet count: 23

ED5M Cantrals
Database Status Set Main | | D atabase Batus : Set Main | |
Feplication : | | Feplication : |

2. Confirm replication has stopped by checking the following status changes in the
DSM Replicator status group:

» DSM replication status text should change from “Replication running” to
“Replication stopped” on both the X-DSM and Y-DSM sides.

» The Status LEDs should change from green to gray.

Set Y Smartbins to main mode
To set the Y-SmartBins server to main mode perform the following steps:

1. From the SmartBins Servers, iSCSI Clients and InSync Controls group, inthe Y
SmartBins mode controls, click Set Main.

ESmartBin Servers, iISCSI elients and InSyne Controls

# SmartBin mode Switch storage pool From InSync Switch storage pool from
Set Main Set = Main
Select device[s] and click to Select device[s] and click to
BB change starage poal Setr Main change starage poal BB
Switch -» <- Switch
Current Mode Current Mode Current Mode
iz Backup ¥ is Main ¥ is Main

2. Confirm Y SmartBins Server has been configured as the main storage pool by
confirming “Y isMain” appears under Current Mode.
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Switch clients from Xto Y
To switch clients from X storage pool to Y storage pool perform the following steps:

1. From the SmartBins Servers and Switchable iSCSI Clientslist onthe X-DSM side
of the user interface, highlight al clients that are not running SmartBins.

ElSmartBin Servers and Switchable iSCSI Clients

DevicerQbe/ | Stafus | Device | Ruoles | Status
SRl SCSI Client, SmarBin Serv. . it SBINA iSCSI Client, SmartBirn...
| Clignt

(\3\

Mumber of devices with active pending oper Use only if necessarny [if a client switch fails] : Forze Reboot

ESmartBin Servers, iSCS| clients and InSync Controls

* SmartBin mode Switch storage pool from = InSync Switch storage pool from ' SmartBin mode
Set Main Set ¥ Main Set Main
Select device(s) and click to Select device(s) and click to
Set Backup CDSRGE-StOragE pon Set* Main EiEWER S (e Set Backup
<- Switch
Current Mode Current Mode Current Mode
iz Backup Y iz Main Y iz Main

2. From the SmartBins Servers, iSCSI Clients and InSync Controls group from
X-DSM side, in the Switch storage pool from X controls, click Switch ->.

3. Thefollowing alert message appears. Click Yes to continue.

Aurora Mirrored System Manager

ﬂ All operations on the selected devicels) will cease to function until the process is complete and it
£ camnot be cancelled. Do vou want to continue ?

The client devices that are switching restart twice. Do not proceed until restart
processes are complete and devices have switched from X to Y. This can take
several minutes. Do not attempt to log in to a device or otherwise initiate
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operations.

4. To monitor the X to Y switch process, refer to the Number of devices with active
pending operations count field. This should decrement down to O when all of the
devices have moved to connect to the Y storage pool.

The names of all the devices moved should now appear on the Y-DSM side of the
SmartBins Servers and Switchable iSCSI Clients list.
Check if Y Aurora projects are good

To check if the Auroraprojectsthat were moved tothe Y storage pool are functioning
correctly, perform the following steps:

1. Log into an Aurora Edit client.

2. Open and check afew projects using the instructions in the Aurora Edit, FAST
TURN PRODUCTION TOOLS, User Guide.

3. When completed, click the Check if Y Aurora projects are good checkbox.

M Check it Y Aurora projects are good

Start Browse components
To start Browse componentson Y system perform the following steps:

1. From the Aurora Browse Controls group, and under the Perform action on label,
click all of the checkboxes listed.

2. From the Action to perform area, click Start.

[Hwrora Browse Status

e

[Elwurora Brawse Controls

Current Status : Perform action on : Action to perform :

Mearlinel MDI Host - FAIL-NEARLINE-1 v Mearlinel MD] Host

Nearline2 MDI Host - FAIL-NEARLIME-

@ Aurora Browse Server - FAIL-AB-SYR ll Erisme S v
@ Archive MDI Host - FAIL-SGL ¥ Archive MDI Host v i ; o) |
@ Mews MO hast - FAIL-ENC

H] e e L SwichfX ta 'Y Suitch Y o |
@ ¥
@ ¥

¥ Mearline2 MD1 Hast

Operation: Stark

3. Confirm all browse components have been started by checking thefollowing status
changes in the Perform action area:

* OntheY-DSM side of the Aurora Browse Status group, the LED should be
green.
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Verify - Record on Y K2, edit project on Y, Verify Browse functionality (check box when done)

* NexttotheY-DSM side LED, “Active on Y” should appear.

* Onthe X-DSM side of the Aurora Browse Status group, the LED should be
gray.
» All LEDsnext to the deviceslisted under “ Current status should change to green

Verify - Record on Y K2, edit project on Y, Verify Browse
functionality (check box when done)

To verify aclient can record, edit a project, and browse on the K2 storage pool
correctly, perform the following steps:

1. Log into an Aurora Edit client.

2. Open and try recording, check afew projects, and verify that you can browse using
the instructions in the Aurora Edit, FAST TURN PRODUCTION TOOLS, User
Guide.

3. When completed, click the Verify - Record on Y K2, edit project on Y, Verify Browse
functionality (check box when done) checkbox.

") Werify - Becord on a ™y’ K2, edit project
an Y, werfy Browse functionality [check,
box when done]

CAUTION: Thestepssofar in thisprocedurearenecessary to makethe

A Y K2 Storage System fully functional. Further stepswill initiate
mirroring from Y to X, causing data on the X K2 Storage System to be
overwritten. DO NOT CONTINUE this procedure until you are
absolutely certain that the media and database material on the X K2
Storage System are no longer necessary.

Start replication on DSM Y

To start replication on the Y-DSM perform the following steps:

1. From the DSM Controls group on the Y-DSM side of the user interface, and next
to the Replicate label, click Start.
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BED5M Replicator
Replication stopped

X-DSM Y-DSM
MaintBackup (1 Standby since 3/27/2008 91916 &M I ainhB ackup Q Main since 3727/2008 9.22:51 Ak
Status @ Replication is stopped Status @ Replication iz stopped
Azgetcount: 23 Agzzet count: 23
BEIDSM Cantrals
Databasze Status : Set Main | | [atabase Status : Set Backup |

an_|
Replication : | | HEpIicatQQ Fart |5 |

2. the following aert message appears. Click OK to continue.

Aurora Mirrored System Manasger @

\i‘) Database replication has been started successfully,

3. Confirm replication has started by checking the following status changesin the
DSM Replicator status group (shown in the following illustration):

* Y-DSM side, the Main LED should change to green followed by, “Main since
mm/dd/yyyy:hh:mm” (with the time being very recent).

» Y-DSM side, the replication LED should change to green followed by,
“Running as replication master”.

» X-DSM side, the Backup LED should change to gray followed by, “Backup”.

» X-DSM side, thereplication LED should changeto gray followed by, “ Running
as replication backup”.

EIDSM Replicator

Replication running
X-DSM Y-DSM

MaintBackup B8 008 92251 Ak
Status Q Rurning as replication master
Asgzetcount: 23 Assetcount: 23
EIDSM Controls
[ratabase Status : | | D atabase Status : | |
Replication : | | Replication : | Stop |
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Sart InSync (check box when done)

Start InSync (check box when done)
To start InSync perform the following steps:

1. Start InSync using the instructions in the K2 InSync, K2 MIRRORING
SOFTWARE, User Guide.

NOTE: You must start the K2 InSync application on the Control Point PC.

2. When completed, click the Start InSync (check box when done) checkbox.

v Start InSunc [check box when done]

Start AllISync on Y NAS server (check box when done)
To start AllSync perform the following steps:

1. Start AllSync using the instructions in the AllSync Documentation.

NOTE: You must start the AllSync application on the Control Point PC, and the NAS
attached to the Y storage pool.

2. When completed, click the Start AllISync on Y NAS server (check box when done)
checkbox.

v Start AllSvnc on the v MAS zerver [check
box when dong]

That completesthe processto switch from X storage pool asthe main system used for
daily workflow to the make the Y storage pool the main system. This workflow
transitioned all operationsto usethe 'Y system.

This process made the Y-DSM and SmartBins main, moved over clients and
reconfigured the Aurora Browse system to direct filesto the Y system and hasInSync
operate with the Y system as main.

At the same time, all components operating in main mode on the X system side are
now in backup mode and DSM replication isinitiated from the Y-DSM to the
X-DSM.

NOTE: The previous description explains a change from X storage systemto Y

storage system. The steps needed to change from*“ Y” to “ X" are the same only the
letter indicators are reversed.
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Split and Switch Workflow

Use thisworkflow when you want to switch to the alternate storage system in phases.
This operational mode switches, for example, from X asmainand Y asbackuptoY
asmain and X as backup. This alows you to perform this process in stages. For
example, you can:

Split X and Y into two independent systems

Move one editor to the Y storage pool

Validate material and work-flow on the Y system using the one editor
Complete the switch of editors and browse from X to Y systems
Restart the replication process from Y to X systems

NOTE: The following description explains a change from X storage systemto Y
storage system. The steps needed to changefrom*“ Y’ to“ X" are the same only the
letter indicators are reversed.

Split and Switch Workflow Management Steps

The following section describe the processes needed to split and then switch the X
storage system to Y storage system in stages.

To Start

July 10, 2008

From the Select workflow drop-down list select Split and Switch to Y and the custom
list of steps needed to make the change appear in the workflow checkboxes list.

Start Here

Select workflow :

Split and Switch to v

|

Use thiz workflow if : The 3 spstem is the curent
main and pou would like to split the systems to
operate independently first. Then, after walidation,
tranzition operations to the v spstem

r Stop replication on 2 DSM

Stop InSync [check box when done)

Cram AISume am Hae s AT o
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Stop replication on the X DSM
To stop replication on the X-DSM perform the following steps:

1. From the DSM Controls group on the X-DSM side of the user interface, and next
to the Replicate label, click Stop.

EIDSM Replicator
R eplication running
X-DSM Y-DSM

MaintBackup O Main since 3/27/2008 10:00:35 AWM M ainhB ackup a Backup

Status 0 Running as replication master Status 0 Running as replication backup

Aggetcount: 23 Azzet count: 23

EDSHM Controls

Database Status : | Databage Status : | |

Feplication : Stop | Fieplication : | |

2. Confirm replication has stopped by checking the following status changes in the
DSM Replicator status group:

» DSM replication status text should change from “Replication running” to
“Replication stopped” on both the X-DSM and Y-DSM sides.

» The Status LEDs should change from green to gray.

Stop InSync (check box when done)
To stop InSync perform the following steps:

1. Stop InSync using the instructions in the K2 InSync, K2 MIRRORING
SOFTWARE, User Guide.

NOTE: You must stop the K2 InSync application on the Control Point PC.

2. When completed, click the Stop InSync (check box when done) checkbox.

[+  Stop InSync [check box when done)

Stop AllISync on the X NAS (check box when done)
To stop AllSync perform the following steps:

1. Stop AllSync using the instructions in the All Sync Documentation.

NOTE: You must stop the AllSync application on the NAS attached to the X storage
pool.
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Set Y DSM to Main

v Stop AllSync on the = MAS zerver [check
box when done]

Set Y DSM to Main
To change the Y-DSM state to main, perform the following steps:

1. From the DSM Controls group on the Y-DSM side of the user interface, and next
to DB Status, click Set Main.

EIDSM Replicator
Replication stopped
X-DSM Y-DSM

MainiBackup  § b sty (008 10:00:35 Ak

atus @ Replication is stopped

Azgetcount: 23 Azzet count: 23

Main\Backup £

Status 0 Replication iz stopped

EIDSM Cantrals

Database Status : | Set Backup | D atabase Siatus ; Set Main | |
Feplication : Start | | Feplication : |

2. Confirmthe Y-DSM has switched by checking the following status changesin the
DSM Replication status group:

» Thetext next to the main\backup LED under Y-DSM should read “Main since
mm:dd:yyyy hh:mm:ss’.

Set Y SmartBins to main
Toset Y SmartBins server to the main storage pool perform the following steps:

1. From the SmartBin Servers, iSCSI clients and InSync Controls group, under Y
SmartBins mode, click Set Main.

ESmartBin Servers, iSCS| clisnts and InSync Controls

# SmartBin mode Switch storage pool from = InSync Switch storage pool from
Set Main Setx Main
Select device(s] and click ta Select device(s] and click ta
St Brackup change storage pool et Main change storage pool St Brackup
Switch -» £- Switch
Current M ode Current M ode Current M ode
iz Main iz Main ' iz Main

2. Confirm'Y system has been configured as the main storage pool by confirming “Y
isMain” appears under Current Mode.
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Switch one or more clients

To switch one or more clients from the X storage pool to Y storage pool perform the
following steps:

1. From the SmartBins Servers and Switchable iSCSI Clients list on the on the
X-DSM side of the user interface, highlight all clientsthat are not running
SmartBins.

ElSmartBin Servers and Switchable iSCSI Clients

Device /]._B.glae/—kﬁtam\ Device | Roles | Statuz
S TRIN-1 iSCSI Client, SmartBin Serv... Sy SBIN-1 iSCSI Client, SmartBin...
LS FAILENC i5C5I Clignt, Advanced Enc... >

£ ks

Mumber of devices with active pending ODer Use only if necessary [if a client switch failz) : Force Reboot

[HSmartBin Servers, iISCSI clients and InSync Controls

* SmartBin mode Switch storage pool from InSync Switch storage pool from v ' SmartBin mode
Set Main Setx Main Set Main
Select device[s) and click to Select device[s) and click to
Set Backup ikl Set' Main changs storage pocl Set Backup
<- Swatch
Current Mode Current Mode Current Mode
iz Backup iz Main ' iz Main

2. From the SmartBins Servers, iSCSI Clients and InSync Controls group from
X-DSM side, in the Switch storage pool from X controls, click Switch ->.

3. Refer to the Number of devices with active pending operations count field. This
should decrement down to O when all of the devices have moved to connect to the

Y storage pool.

The names of all the devices you chose to move should now appear on the Y-DSM
side of the SmartBins Servers and Switchable iSCSI Clientslist.

Verify - Record on aY K2, edit project on Y (check box when done)

To verify aclient can record, edit a project, and browse on the K2 storage pool
correctly, perform the following steps:

1. Loginto an Aurora Edit client.
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Sop the Browse system

2. Open and try recording, check afew projects, and verify that you can browse using
the instructionsin the Aurora Edit, FAST TURN PRODUCTION TOOLS, User
Guide.

3. When completed, click the Verify - RecordonaY K2, edit project on'Y (check box
when done) checkbox.

v Yerify - Record on a™’ K2, edit project on
Y [check box when dane]

Stop the Browse system
To stop the Browse server perform the following steps:

1. From the Aurora Browse Controls group, and under the Perform action on label,
click the Browse Server checkbox.

2. From the Action to perform area, click Stop.

Bl wrora Browse Status

ElAwurora Brawse Controls

Current Status : Perform action on - Agction to perform :
Aurora Browse Server - FAIL-AB-5VR
Archive MDI Hast - FAIL-SGL v e MO S |

@ ¥
@ %
Mews MDI host - FAIL-ENC
® . 1 ez el st B Swich&to | Swich Yt
@ HNearinel MDI Host - FAIL-NEARLINE- ¥ Mearlinel MDI Host w
@ Nearline? MDI Host - FAIL-NEARLINE-2 ¥ Mealingz MOl Host 5
Operation: Stop

Switch Browse to Y. Do not start Browse Yet
To switch Browse from X to Y system, perform the following steps:

1. From the Aurora Browse Controls group, and under the Perform action on label,
click the Browse Server checkbox only.

2. From the Action to perform area, click Switch X to Y.

NOTE: Do not start Browse components yet. You will start Browse componentsin a
later step.
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Bl Awrara Brawse Status

@ @

ElAurora Brawse Controls

Current Status : Perform action on : Action to perform :

Mearlinel MDI Host - FAIL-MEARLINE-1
Mearline2 MOl Host - FAIL-MEARLIME-

¥ Mearlinel MO Host

@ Aurora Browse Server - FAILAB-SWR ol Evemee Same v
i St
@ Archive MDI Host - FAIL-SGL ¥ Archive M) Host v o) |
@ MNews MDI host - FAIL-ENC
[ Mews MDI Host T Siteh Y o |
@ ¥
@ ¥

¥ Mearline2 MO Host

Operation: Switch = to Y

3. Confirm Browse Server has been switched by checking the following status
changes in the Perform action area:

* A “Y" should appear following the checked Browse Server

Set X DSM to backup mode
To change the X-DSM state to backup perform the following steps:

1. From the DSM Controls group on the X-DSM side of the user interface, and next
to DB Status, click Set Backup.

EIDSM Replicator
Replication stopped

X-DSHM Y-DSM
MaintBackup 0 Main since 3/27/2008 10:00:35 AWM Main\Backup 7 Standby since 3/28/2008 9:48:39 AM
Status @ Replication iz stopped Status 0 Replication iz stopped
Agsetcount s 23 Agzzet count: 23

EDSHM Controls

Databaze Status Set Backup | Database Status Set Main | |

Feplication : Start | | Feplication : | |

2. Confirm the DSMs have switched roles by checking the following status changes
in the DSM Replication status group:

» X-DSM side, should change to “Running as replication backup” with agray
LED

« Thetext next to the main\backup LED under Y-DSM should read “Main
since mm:dd:yyyy hh:mm:ss”.
Set X SmartBins to backup mode
To set the X-SmartBins server to backup mode perform the following steps:

1. From the SmartBins Servers, iSCSI Clients and InSync Controls group, in the X
SmartBins mode controls, click Set Backup.
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Switch clientsto Y

ESmartBin Servers, iISCSI elients and InSyne Controls

# SmartBin mode Switch storage pool From InSync Switch storage pool from ' SmartBin mode
Set Main Set = Main Set Main

Select device[s] and click to Select device[s] and click to

change starage poal Satr Main change starage poal Set Backup
e [ e |

Current Mode Current Mode Current Mode

iz Backup i Main i Main

2. Confirm X system has been configured as the backup storage pool by confirming
“X isBackup” appears under Current Mode.

Switch clients to Y
To switch clients from X storage pool to Y storage pool perform the following steps:

1. From the SmartBins Servers and Switchable iSCSI Clients list on the on the
X-DSM side of the user interface, highlight all clientsthat are not running
SmartBins.

ElSmartBin Servers and Switchable iSCSI Clients

Device /L_E-Qlee—,—'f'gmtm\ Device | Roles | Statuz

BIM-1 i5CSI Client, SmartBin Serv... Sty -SBIN-T i5CSI Cliert, SmartBin...

D

< ¥

Mumber of devices with active pending opera Usze only if neceszary [if a client switch failz) : Force Reboot

ESmartBin Servers, iISCSI clisnts and InSyne Controls

¥ SmartBin rmode Switch storage pool from IRSyn Switch storage pool from Y SmartBin mode
Set Main Set Main Set Main
Select devicels) and click o Select device[s) and click to

Set*r Main el el ] Set Backup
- Switch

Current Mode Current Mode

Set Backup -

Current Mode

iz Backup i Main ¥ is Main
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2. Thefollowing alert message appears. Click Y esto continue.

Aurora Mirrored System Manasger

ﬁ All operations on the selected device(s) will cease to function urtil the process is complete and it
£ cannot be cancelled. Do vou want to continue ?

3. Refer to the Number of devices with active pending operations count field. This
should decrement down to O when all of the devices have moved to connect to the

Y storage pool.

The names of all the devices moved should now appear on the Y-DSM side of the
SmartBins Servers and Switchable iSCSI Clients list.

Start replication on DSM Y
To start replication on the Y-DSM perform the following steps:

1. From the DSM Controls group on the Y-DSM side of the user interface, and next
to the Replicate label, click Start.

ED5M Replicator
Replication stopped

X-DSM Y-DSM
. in-sinee-2428.2008 10:01:49 &AM

Main\Backup (" 872008 10:08:52 Ak MaintBackup

Glatus @ Replication iz stopped

Status 0 Replication iz stopped

Azsetcount: 23 Azzetcount: 23

[EIDSM Contrals

[ratabase Status Set Main | | Database Status : | Set Backup |

Replication : | | Heplicati( Start | 5 |

2. Confirm replication has started by checking the following status changesin the
DSM Replicator status group:

» Y-DSM side, the Main LED should change to green followed by, “Main since
mm/dd/yyyy:hh:mm” (with the time being very recent).

» Y-DSM side, thereplication LED should change to green followed by,
“Running as replication master”.

» X-DSM side, the Backup LED should change to gray followed by, “Backup”.

» X-DSM side, thereplication LED should changeto gray followed by, “Running
as replication backup”.

» After waiting for a couple of minutesto allow the databases to synchronize,
verify that both databases are in sync by looking at the asset counts. The counts

78 Aurora Mirrored System Manager Installation and Configuration Guide July 10, 2008



In the InSync controls area, click the button to make Y main

should be equal or close to being equal and should continuously update based
on assets being added or deleted on the main DSM.

In the INnSync controls area, click the button to make Y main
Tomakethe Y system main in the InSync controls area, perform the following steps:

1. From the SmartBins Servers, iSCSI Clients and InSync Controls group, in the
InSync controls, click Set Y Main.

E SmantBin Servers, iISCS| clients and InSync Contrals

* SmartBin mode Switch storage pool from = InSpnc Switch starage pool from v ' SmartBin mode
Set Main Set = Main Set Main
Select device(s] and click to Select device(z) and click to
Set Backup change storage pool @ change storage pool Set Backup
Switch -» <- Switch
Current Maode Current Mode Current Maode
# iz Backup iz Main iz bain

2. Thefollowing alert message appears. Click Y es to continue.

Aurora Mirrored System Mana... @

y Successfully set InSyme corfiguration file

3. Confirm that InSync has been configured to use Y as the main storage pool by
confirming “Y isMain” appears under Current Mode.

Start InSync (check box when done)
To start InSync perform the following steps:

1. Start InSync using the instructions in the K2 InSync, K2 MIRRORING
SOFTWARE, User Guide.

NOTE: You must start the K2 InSync application on the Control Point PC.

2. When completed, click the Start InSync (check box when done) checkbox.

v Start InSunc [check box when done]
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Start AllISync on the Y NAS server (check box when done)
To start AllSync perform the following steps:

1. Start AllSync using the instructions in the AllSync Documentation.

NOTE: You must start the AllSync application on the Control Point PC, and the NAS
attached to the Y storage pool.

2. When completed, click the Start AllISync on Y NAS server (check box when done)
checkbox.

v Start AllSvnc on the v MAS zerver [check
box when dong]

Start Browse system
To start Browse Server, perform the following steps:

1. From the Aurora Browse Controls group, and under the Perform action on label,
click the Browse Server.

2. From the Action to perform area, click Start.

[HAwrora Browse Status

c

[ElAwurora Brawse Controls

Current Status : Perform action on Action to perform :

@ Aurora Browss Server - FAILAB-SVR 1l Erisme S v
@ Aschive MDI Host - FAIL-SGL ¥ trchive MDI Host v i j & |
Mews MDI host - FAIL-ENC
@ . W News MDI Host ¥ Swich o |
@ MNearinel MDI Host - FAIL-NEARLINE- ¥ Mearlinel MDI Host v
@ Nearline? MDI Host - FAIL-NEARLINE-2 ¥ Mearline? MDI Host v
Operation: Stark

3. Confirm the Browse Server has been switched by checking the following status
changes in the Perform action area:

* A “Y” should appear following all of the Browse Server

That completes the process to switch to the alternate storage system in phases. This

process switched, from X asmain and Y as backup to Y asmain and X as backup. It
allowed youto split X and Y into two independent systems, with one editor moved to
the Y storage pool. Validate material and work-flow onthe Y system using the one

editor. Complete the switch of editors and browse from X to Y systems. Then, start

the replication process from Y to X systems.
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Sart Browse system

NOTE: The proceeding description explained a change from X storage systemto Y
storage system. The steps needed to changefrom“ Y’ to“ X" are the same only the
letter indicators are reversed.

July 10, 2008 Aurora Mirrored System Manager Installation and Configuration Guide 81



Chapter 5 Split and Switch Workflow

82 Aurora Mirrored System Manager Installation and Configuration Guide July 10, 2008



Chapter 6

Split Workflow

Thisworkflow splitsthe X and Y storage systems so they operate independently.
When split the following occurs:

» Thereisno database replication between DSMs
* NoInSync

» AllISync and the Browse system remain active on the X system

NOTE: The following description explains a change from X storage systemto Y
storage system. The steps heeded to change from*“ Y” to “ X* are the same only the
letter indicators are reversed.

Split Workflow Management Steps

The following section describe the processes needed to operationally split the X
storage system and Y storage system.

To Start

From the Select workflow drop-down list select Split X and Y (X current main) and
the custom list of steps needed to make the change appear in the workflow checkboxes
list.

Start Here

Select workflow :

Use this workflow if : The 3 System iz operating
in main mode, the v system iz operating in
backup mode and you would like to split both
systems to operate independently

r Stop replication on DSM x

Stop InSync [check box when done)

Stop replication on DSM X
To stop replication on the X-DSM perform the following steps:

1. From the DSM Controls group on the X-DSM side of the user interface, and next
to Replicate, click Stop.
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BED5M Replicator
Replication running

X-DSHM Y-DSM
MaintBackup Q Main since 3/27/2008 10:00:35 A I ainhE ackup Q Backup
Status Q Running az replication master Status Q Fiunning as replication backup
Aggetcount: 23 Agget count: 23
EIDSM Cantrols
Dratabase Status : | Database Status : | |
Feplication : Stop | Replication : | |

A DSM Replicator status alert message appears and asks you to Please wait. When
the change is completed the following alert message appears:

Aurora Mirrored System Manager

\i‘) Database replication has been stopped successfully,

2. Click OK.

3. Confirm replication has stopped by checking the following status changesin the
DSM Replicator status group:

» DSM replication status text should change from “Replication running” to
“Replication stopped” on both the X-DSM and Y-DSM sides.

» The Status LEDs should change from green to gray.

Stop InSync (check box when done)
To stop InSync perform the following steps:

1. Stop InSync using the instructions in the K2 InSync, K2 MIRRORING
SOFTWARE, User Guide.

NOTE: You must stop the K2 InSync application on the Control Point PC.

2. When completed, click the Stop InSync (check box when done) checkbox.

[+  Stop lnSune [check box when done)
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Stop AllSync on X NAS server

Stop AlISync on X NAS server
To stop AllSync perform the following steps:

1. Stop AllSync using the instructions in the All Sync Documentation.

NOTE: You must stop the AllSync application on the NAS attached to the X storage
pool.

2. When completed, click the Stop AllSync on the X NAS server (check box when done)
checkbox.

" Stop AlSync on the &= NAS zerver [check
box when done]

Set Y DSM to Main
To set the Y-DSM to main mode perform the following steps:

1. From the DSM Controls group on the Y-DSM side of the user interface, and next
to DB Status, click Set Main.

EIDSM Replicator
Replication stopped

X-DSHM Y-DSM
MaintBackup Q Main since 3/27 /2008 10:00:35 A Main\Backup Standby since 3/27/2008 9.56:21 &k
Status @ Replication iz stopped Status 0 Replication iz stopped
Aszzet count: 23 Assetcount: 23

EIDSH Cortrols
Dratabase Status : | Set Backup | D atabase $atus : Set Main | |
Replication : Start | | Replication : |

Set Y SnartBins to Main

To set the Y-SmartBins server to main mode perform the following steps:

1. From the SmartBins Servers, iSCSI Clients and InSync Controls group, inthe Y
SmartBins mode controls, click Set Main.
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ESmartBin Servers, iISCSI elients and InSyne Controls

# SmartBin mode Switch storage pool From InSync Switch storage pool from artBirrmerde
Set Main Set = Main &

Select device[s] and click to Select device[s] and click to
BB change starage poal Setr Main change starage poal BB
Switch -» - Switch
Current Mode Current Mode Current Mode
His Main His Main iz Main

2. ConfirmY SmartBins Server has been configured as the main storage pool by
confirming “Y isMain” appears under Current Mode.
Switch one or more editors if necessary
This section describes moving clients back and forth between the X and Y storage
pool. The processes are very similar.
Switch X Clients to the Y Storage Pool

To switch one or more clients from X storage pool to Y storage pool perform the
following steps:

1. From the SmartBins Servers and Switchable iSCSI Clients list on the on the
X-DSM side of the user interface, highlight all clientsthat are not running
SmartBins.
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Switch one or more editorsif necessary

ElSmartBin Servers and Switchable iSCSI Clients

Device | Roles

]. Stati | Device | Roles | Status

i5CS1 Clignt, SmartBin Serv... Y SBINA iSCSI Client, SmartBir...

anced Enc..

D

Mumber of devices with active pending opef Usze only if neceszary [if a client switch failz) - Force Reboot

ElSmartBin Servers, iSCS| clients and InSync Controls

# SmartBin mode

Set Main
Set Backup

Current Mode

iz Backup

Switch storage pool from = InSync Switch storage pool from ' SmartBin mode
Set X Main Set Main
Select devicefs] and click to Select device(z) and click to
taRge storage poo S ety Main change storage poal Set Backup
Switch -» <- Switch
Current Mode Current Mode
i Main i Main

2. From the SmartBins Servers, iSCSI Clients and InSync Controls group from X
side, in the Switch storage pool from X controls, click Switch ->.

3. Refer to the Number of devices with active pending operations count field. This
should decrement down to 0 when all of the devices have moved to connect to the
Y storage pool.

The names of the devices moved should now appear onthe Y side of the SmartBins
Servers and Switchable iSCSI Clientslist.

Switch Y Clients to the X Storage Pool

July 10, 2008

To switch one or more clientsfrom Y storage pool to X storage pool perform the
following steps.

1. From the SmartBins Servers and Switchable iSCSI Clients list on the on the
Y-DSM side of the user interface, highlight on the client namesin the Device
column.

2. From the SmartBins Servers, iSCSI Clients and InSync Controls group from Y
side, in the Switch storage pool from Y contrals, click <-Switch.

3. Refer to the Number of devices with active pending operations count field. This
should decrement down to 0 when all of the devices have moved to connect to the
X storage pool.

The names of the devices moved should now appear on the X side of the SmartBins
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Servers and SwitchableiSCSI Clients|ist.

That completesthe processto split and switch from X storage pool asthe main system
used for daily workflow to the make both X and Y storage pools function

independently. This workflow transitions some operations to use the X system and
someto usetheY system.
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Chapter 7

Restore Workflow

Use this workflow when the systems are currently running in split mode where the X
and Y systems are independent. This workflow can be used to:

* Restore mirrored operations where the X system becomes main

» SetstheY storage system DSM and SmartBins servers to backup mode

* Movesall clientsto X

» Restarting replication from X to Y

» Configures InSync to move K2 assetsto Y from X

NOTE: The following description explains a change from X storage systemto Y

storage system. The steps needed to changefrom*“ Y’ to“ X" arethe same only the
letter indicators are reversed.

SmartBins Cleanup

Before reestablishing mirrored operation, so called orphan files must be purged from
thetarget K2 Storage System. That means, if thetarget hasbeen runningin split mode,
itsfile system may have accumulated .vmf files (Auroramaster clips) that do not exist
on the source K2 Storage System. These files must be deleted on the backup volume,
but only on the backup volume. It isvery important that you not delete these
orphan filesfrom the main volume. For example, during split operation on the
target, a Clip_1 movie and corresponding Clip_1 master clip arecreated in a
SmartBin. ThisClip_1 hasno relationship to assets on the source K2 Storage System.
Thisfile must be deleted from the target so that it does not interfere with replication.
Assets that remain synchronized from the previous instance of mirroring do not need
to be purged.

When mirroring has been established, verify that the serviceisworking by confirming
the creation of mediafiles on the backup K2 Storage System that correspond to the
mediafilesin the SmartBins of the main K2 Storage System.

Limitations

July 10, 2008

PseudoSmartBins automatically mirrors SmartBins configuration changes (such as
creating or disabling) to the backup K2 Storage System. However, because of
AllSync’s action within the work-in-progress (WIP) bins, it is an error to create a
SmartBinsin the WIP subtree. This causes mirroring collisions between AllSync and
PseudoSmartBins.

CAUTION: You can cause collisionsif you move clipsinto or out of a
SmartBins from Aurora Edit.

Theteaming feature of SmartBinsallows multiple SmartBins serversto operate on the
same SAN and automatically share the job load amongst themselves. While
SmartBins servers can team when running in normal mode, they cannot team in
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pseudo mode. Only one SmartBins server on the backup K2 Storage System can be

running and it must be in pseudo mode. This is automatically managed by Mirrored
System Manager.

Restore Workflow Management Steps

The following section describe the processes needed to restore mirrored operation of
the X storage system and Y storage system.

To Start

From the Select workflow drop-down list select Restore with X as Main and the custom
list of steps needed to make the change appear in the workflow checkboxes list.

Start Here

Select workfow :

Use thiz workflow if : Both systems are currently

operating independently and pou want ta restare

the spstens to main and backup modes where =
will become the main spstem

I Set' SmantBins to backup

Switch " Editors to ¥

Set Y SmartBins to backup

To set the Y-SmartBins server to backup mode perform the following steps:

1. From the SmartBins Servers, iSCSI Clients and InSync Controls group, inthe Y
SmartBins mode controls, click Set Backup.

ESmartBin Servers. iISCSI clients and InSync Controls

¥ SmartBin mode Switch storage poal from InSyne Switch starage pool from v

¥ SmartBin mode
Set Main Set > Main Set Main
Selleet Ao amdl elfislk be Siellzet deniesis amdl clfislk bs -
Set Backup change storage pool Setr Main change storage pool TECr Backip!
Switch > - Switch
Current Mode

Current Mode

Current bode

i Backup s Main ‘' is Backup

2. Confirm Y system has been configured as the backup storage pool by confirming
“Y isBackup” appears under Current Mode.
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Switch Y editorsto X

Switch Y editors to X
To switch Y clientsfrom Y storage pool to X storage pool perform the following
steps:

1. From the SmartBins Servers and Switchable iSCSI Clientslist on the on the
Y-DSM side of the user interface, highlight all clients that are not running
SmartBins.

ElSmartBin Servers and Switchable iSCSI Clients

Device | Ruoles | Statuz _PrEvice | Roles | Statuz
it SRIN iSCSI Clignt, SmartBin Serv...

< | >
MNumber of devices with active pending DDer Use only if necessary [if a client switch fails) : Force Reboot

ESmartBin Servers, iSCS| clients and InSync Controls

¥ SmartBin mode Switch storage pool from InSync Switch storage pool from v ' SmartBin mode
Set Main Set = Main Set Main
Select devicelz) and click to Select devicelz) and click to
hange storage poal

Set Backup BlERE R SiETFEE ] Set'y Main
Switch -»

Current Mode Current Mode

Set Backup

Current Mode

iz Backup iz Main iz Backup

2. From the SmartBins Servers, iSCSI Clients and InSync Controls group from
Y-DSM side, in the Switch storage pool from Y controls, click <-Switch.

3. Thefollowing alert message appears. Click Y esto continue.

Aurora Mirrored System Manasger

ﬂ All operations on the selected device(s) will cease to function urtil the process is complete and it
£ cannot be cancelled. Do vou want to continue 7

4. Refer to the Number of devices with active pending operations count field. This
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should decrement down to O when al of the devices have moved to connect to the
X storage pool.

The names of all the devices moved should now appear on the Y-DSM side of the
SmartBins Servers and Switchable iSCSI Clients list.

Set DSM Y to backup state
To change the DSM state to backup on the Y-DSM perform the following steps:

1. From the DSM Controls group on the Y-DSM side of the user interface, and next
to DB Status, click Set Backup.

EIDSH Replic-ator

Replication stopped
X-DSM Y-DSM

nce 342742008 313716 AM

Status (@

Feplication iz stopped

Azzet count: 23 Azgetcount: 23
EIDSM Controls
Database Status Set kain | | Database Staet Backup |
Feplication : | | R eplication : Start | |

Start replication on DSM X
To start replication on the X-DSM perform the following steps:

1. From the DSM Controls group on the X-DSM side of the user interface, and next
to the Replicate label, click Start.

EID5M Replic-ator

Replication stopped
X-DSM Y-DSM

FainsEackup @ fairsiree. /27 /2008 10:00:35 Ak

iree 3/ 272008 3:56:21 AM

Status @ Feplication is4topped Status @ Feplication is stopped

Agzet count: 23 Azzetcount: 23
EIDSH Control:
Ea 2 | Set Backup | D atabase Status Set Main | |
Replication : Start | | Replication : | |

2. Thefollowing alert message appears. Click OK to continue.
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In the InSync controls area, click the button to make X main

Aurora Mirrored System Manager @

ir) Database replication has been started successfully.

3. Confirm replication has started by checking the following status changesin the
DSM Replicator status group:

» X-DSM side, the Main LED should changeto green followed by, “Online since
mm/dd/yyyy:hh:mm” (with the time being very recent).

» X-DSM side, thereplication LED should change to green followed by,
“Running as replication master”.

» Y-DSM side, the Backup LED should changeto gray followed by, “Backup”.

» Y-DSM side, thereplication LED should changeto gray followed by, “Running
as replication backup”.

 After waiting for a couple of minutesto allow the databasesto
synchronize, verify that both databases are in sync by looking at the asset
counts. The counts should be equal or close to being equal and should
continuously update based on assets being added or deleted on the main
DSM.

In the InSync controls area, click the button to make X main
To makethe X system main in the InSync controls area, perform the following steps:

1. From the SmartBins Servers, iSCSI Clients and InSync Controls group, in the
InSync controls, click Set X Main.

ESmartBin Servers, iSCS| clients and InSync Controls

¥ SmartBin mode Switch storage pool from Switch storage pool from v " SmartBin mode
Set Main Set Main
Select device(z) and click to Select device(z) and click to
B change storage pool Set' Main change storage pool Sk Beelup
Switch -» <- Switch
Current Mode Current Mode Current Mode
iz Backup iz Main ' iz Backup

2. Thefollowing alert message appears. Click OK to continue.
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Aurora Mirrored System Mana... @

\i‘) Successfully set InSyme corfiguration file

3. Confirm X system has been configured as the main storage pool by confirming “ X
isMain” appears under Current Mode.

Start InSync (check box when done)
To start InSync perform the following steps:

1. Start InSync using the instructionsin the K2 InSync, K2 MIRRORING
SOFTWARE, User Guide.

NOTE: You must start the K2 InSync application on the Control Point PC.

2. When completed, click the Start InSync (check box when done) checkbox.

W i InSync [check box when done)

Start AlISync on the X NAS server (check box when done)
To start AllSync perform the following steps:

1. Start AllSync using the instructions in the AllSync Documentation.

NOTE: You must start the All Sync application on the Control Point PC, and the NAS
attached to the X storage pool.

2. When completed, click the Start AllSync on Y NAS server (check box when done)
checkbox.

v Start AllSvnc on the v MAS server [check
bow when done]

That completes the process to restore mirrored operations where the X system
becomes main. This included setting the Y system DSM and SmartBins serversto
backup mode, moving clients to X, and then restarting replication from X to Y and
configuring InSync to move K2 assetsto Y from X.
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Sart AllSync on the X NAS server (check box when done)

NOTE: The previous description explained a change from X storage systemto Y
storage system. The steps needed to change from*“ Y’ to“ X" are the same only the
letter indicators are reversed.
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Chapter 8

Folder Structure

July 10, 2008

This chapter describes the folder structure used to allow the AuroraMirrored System
Manager and supporting applications to control the replication of data between two
K2 Storage Systems.

This chapter isintended as a guide for the Media Manager to use as part of the
operationsand management for the AuroraMirrored System Manager storage system.
It is not intended to provide specific procedures, but rather as a starting point to
develop procedures that are specific to a sites particular workflow policies.

It isassumed that readers of this chapter are familiar with the architecture deployed at
their site and are trained on the individual components of their system. From the
guidelinesin this guide, the Media Manager creates specific policies and repeatable
processes as applicable to ongoing business requirements.

This document provides guidelines for organizing media, creating directories,
deleting media, and other media management tasks. The goal of these guidelinesisto
maintain the integrity of the media so that problems do not arise when Mirrored
System Manager is used to modify the K2 Storage System.

The target audience of this chapter is responsible for the following:
» Managing media as it comesinto the facility and moves through its life-cycle

 Directing mediato locations, creating and modifying directories, and otherwise
keeping the evolving media set organized.
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Folder hierarchy

The following illustrates an exampl e folder hierarchy:

K2 view
Vi/
K2 BIN Show
Linked to SmartBins (InSync)
K2 BIN Temp
Not linked to SmartBins (InSync).
Used for temporary transfer/work
files or other workflow needs.
Aurora view
V:/VibrintAVFiles/
a—

SmartBins (PseudoSmartBins)

WIP Work In Progress Bins (AllSync)

wip Projects

RAW

PPV

Promos

International

Specials

Home Video

Super Star Compilations
Entrance Videos

The following table details the example folder hierarchy:

Host Folder Master/WIP

K2 V:/Show

Aurora V:/VibrintAVFiles/Show Master
V:/VibrintAVFiles/Projects WIP

To meet your specific workflow requirementsit is possible to have multiple Master
and/or WIP folders. Do this only by direction of the system administrator, asit
requires configuring SmartBins (for Master folders) and InSync/AllSync (for WIP
folders).
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K2 InSync

This appendix describesthe specific configuration of K2 InSync needed to install and
use AuroraMirrored System Manager. For additional information see the document,
K2 InSync User Guide. See the Release note for the required version number.

When K2 Insync is run on the Control Point PC it mirrors from the Main K2 Storage
Systems to the Backup K2 Storage Systems. All K2 assets created, deleted and
renamed on the Main K2 Storage System are reflected on the Backup K2 Storage
Systems. This process insures that the Backup K2 Storage Systems has all the same
assets asthe Main K2 Storage System.

CAUTION: K2 Insync does NOT reflect any changes performed on the

A Backup K2 Storage System while it was operating in split mode. No
creation, deletion or renaming of assets on the Backup K2 Storage
System are performed. If mediais lost or changed on the Backup K2
Storage System, K2 Insync must be restarted to bring the Backup K2
Storage System up-to-date.

Operation Modes

Thissectionliststhe various state of the mirrored K2 Storage Systems and the process
or state of K2 InSync:

» Split—K2 Insync not operational.
» Joined—K2 Insync operational.
Transitions

* Rejoining—Run K2 Insync onthe Main K2 Storage Systemsto bring the rejoining
K2 Storage Systems up-to-date.

» Splitting—Stop K2 Insync.

» Switch—Stop K2 Insync and restart after the switch. Synchronization is from the
new Main to the new Backup.

» Split-then-Switch—Stop K2 Insync and restart only after the K2 Storage Systems
switch is complete. Synchronization is from the new Main to the new Backup.

Configuration

July 10, 2008

To function correctly the Control Point PC with K2 InSync installed must be able to
communicate with both K2 clients, one on each of K2 Storage Systems (Main and
Backup). The Main K2 client will initiate the create, delete, and rename functions
when required by the K2 Insync application running on the Control Point PC.

The Control Point PC also must also use the K2 mediafile system (SNFS) to mount
the V-drive of each K2 Storage System. The Control Point PC mountsthe V-drive by
mounting through each K2 Storage System’s NAS head as follows:

» The X: mount point mounts the X K2 Storage System’s network attached storage
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(NAS) head.
e TheY: mount point mounts Y K2 Storage System’s NAS head.

These two mount points are used to save and restore the configuration information for
each K2 storage System.

NOTE: If the Control Point PC fails, another PC can be substituted.

To perform the following process, procure the files stored in the following Zip file:

InSync-CP.zip.
NOTE: The zp-file contains the files that will help configure K2 Insync.

Thesefilesshould al be placed in each K2 Storage System’ sVv:\ConfigFiles\Insync-CP
folder. Thisfolder is saved to the Backup K2 Storage System by AllSync to guard
against loss.

Perform the following steps to configure K2 InSync on the Control Point PC:
1. Find the files stored in \ConfigFiles on the Master and Backup's V-drive.
2. Copy all thesefilesto afolder on the new Control Point PC’'s C:\.

3. Established the mount pointsfor (X: and Y:) using make-NAS-mount.bat to help
construct the X and Y mounts.

Make-NAS-mounts.bat setsthe X: and Y: to point to the X and Y K2 Storage
Systems via their respective NAS Heads.

» The K2 Insync registry entries must be setup using one of the following:
e |f X isMaster, run X-Master.bat.

e |If Y isMaster, run Y-Master.bat.

X and Y-Master.bat are for theinitial setup of the Control Point. Choose one,
only. If X isthe Main K2 Storage System and Y is Backup, choose
X-Master.bat.

These scripts modify the registry and put the configuration files in the correct
initial place. After that the Aurora Mirrored System Manager performsthis
functionality.

» K2lnsync'sInsync.cfg file must be retrieved and placed in C:\ using one of the
following:

o |f X isMaster then use InsyncXtoY.cfg.
e |fY isMaster then use InsyncYtoX.cfg.

K2 InSync Settings

This section describes settings used to configure K2 InSync to work with the Aurora
Mirrored System Manager.For detailed K2 InSync configuration, see the K2 InSync
User Guide.

Perform thefollowing stepsto configure K2 InSync to work with the AuroraMirrored
System Manager:
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1. The Control Point PC and the two K2 clients that K2 Insync uses as Master and
Slave must have the same Administrator password

NOTE: K2 Insync must be run as Administrator.

2. Open the K2 InSync configuration user interface and the following screen appears:

Configuration @

General l Filter ]

General

Videno Standard : MTSLC Drop Frame -
Sabretooth Server: [localhost

Paths
Master : whk21A
Slave : k210
Synchronization Mode
+ Event + One'wWay
" Manual " BiDirectional \ith Initial Duplicate
" Periodic 3 " BiDirectional With Initial D elete
" Timed ™ BiDirectional Withaut Iritial Action
Delete Proceszing Mode
+ Marmal " Mo-Delete " Delete Confirm
Queue
Retry Attempt : 3 3: times
Fietry Interval : 10 3: minutes

Mumber of Simultaneous Transfer: B 3:

[ iTransfer when clip has finished recording

QK | Cancel Apply

3. In the General group configure the following:
» Video Standard: NTSC Drop Frame
 Sabretooth Server: localhost

4. In the Paths group configure the for master and Slave as hostName/V:
NOTE: Where hostName is the K2 client name.

This causes any new folders created on the Master to be created on the Backup
without manual intervention.

5. In the Synchronization Mode group select the following:
* Event

July 10, 2008 Aurora Mirrored System Manager Installation and Configuration Guide 101



Appendix A K2 InSync

* One Way
6. In the Delete Processing Mode group select Normal.

7. In the Queue group select the following:
* Retry Attempt: 3
* Retry Interval: 10

e Number of Simultaneous Transfer: 4-6
NOTE: This depends on your system needs.

» Uncheck Transfer when clip has finished recording
8. Configure the Recycle Bin as Excluded so that deleted material isn’t synchronized.

CAUTION: Do not change any parameters from the K2 Insync user
interface. These changes are not saved to the configuration files. If
needed contact Grass Valley Technical Support.
Verification when starting K2 Insync
Start K2 InSync and perform the following verification steps:

1. Whenitinitia starts, choosethe View Config button from the Countdown window.
Y ou have ten seconds to do this. The following Configuration window appears.

The process will start with the last uged configurations in -+ 7 seconds

"eAInSyne.cfg"

Load Config... Wiew Config... |

2. Verify that the Master host nameisaK2 client onthe Main K2 Storage System and
that the Slave host name isa K2 client on the Backup K2 Storage System.

NOTE: You must to have the K2 Insync direction set correctly. If it is not correct,
choose Cancel and correct the problem, otherwise choose Ok

Verification that K2 Insync is working

With the main K2 Insync window open, you should see transfers that are currently
being down, aswell as deletes and renames.
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Things to verify after installation:

"% K2 InSync
File WYiew Config Help
[}
Source Dest Task Creation Time | X | Exclude Flag
GWMX-DEZAS Mest] /movie-1152. 4407 MA-PROTO-B11A4 /test] /movie-1152.4407 Deep copy 01/3/0817:58:54 100 N =
GWMX-DEZAS Mest] /movie-1152.44595  MA-PROTO-B11A4 /test] /movie-1152.44595 Deep copy 01/3/0817:5854 60 N
GWMX-DEZAS Mest] /movie-1152.4538  MA-PROTO-B11A4 /test] /movie-1152.4538 Deep copy 01/3/0817:5884 27 N
GWMX-DEZAS Mest] /movie-1152.4600  MA-PROTO-B11A4 /test] fmaovie-1152.4600 Deep copy 01/3/08175854 0 M
GWYMX-DEZAS Mest] /movie-1152. 4606 MA-PROTO-B11A4 /test] /movie-1152. 4606 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1152.5329  MA-PROTO-B11A4 /test] /movie-1152.5329 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1153.2908  MA-PROTO-B11A4 /test] /movie-1153.2908 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1153.4368  MA-PROTO-B11A4 /test] /movie-1153.4365 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1153.4407  MA-PROTO-B11A4 test] fmovie-1153.4407 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1153.44595  MA-PROTO-B11A4 /test] /movie-1153. 44595 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1153.4538  MA-PROTO-B11A4 /test] /movie-1153.4538 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1153.4600  MA-PROTO-B11A4 /test] /movie-1153.4600 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1153. 4606 MA-PROTO-B11A4 /test] /movie-1153. 4606 Deep copy 01431408 17:58:54 M
GWMX-DEZAS est] /movie-1183.5329  MA-PROTO-B11A4 /test] /movie-1153.5329 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1154.2908  MA-PROTO-B11A4 /test] /movie-1154.2908 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1154.4368  MA-PROTO-B11A4 /test] /movie-1154.4365 Deep copy 01431408 17:58:54 M
GWYMX-DEZAS Mest] /movie-1154. 4407 MA-PROTO-B11A4 /test] /movie-1154.4407 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1154.44595  MA-PROTO-B11A4 /test] /movie-1154.44595 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1154.4538  MA-PROTO-B11A4 test] /movie-1154.4538 Deep copy 01431408 17:58:54 M
GWYMX-DEZAS Mest] /movie-1154.4600 MA-PROTO-B11A4 /test] /movie-1154.4600 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1154. 4606 MA-PROTO-B11A4 /test] /movie-1154. 4606 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1154.5329  MA-PROTO-B11A4 test] /movie-1154.5329 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1185.2908  MA-PROTO-B11A4 /test] /movie-1155.2908 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1185.4368  MA-PROTO-B11A4 /test] /movie-1155.4365 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1185.4407  MA-PROTO-B11A4 /test] /movie-1155.4407 Deep copy 01431408 17:58:54 M
GWMX-DEZAS Mest] /movie-1155.44595  MA-PROTO-B11A4 /test] /movie-1155.44595 Deep copy 01431408 17:58:54 M v
< | >
Event (Running) Direction: 1-Way Delete: Mormal 15474 remaining

If there are no entries, copy ashort movieinto the Main K2 Storage System’ s bin that
K2 Insync is mirroring. Y ou may record a short clip or simply copy an existing clip
and later delete it.

Things to verify after installation:

July 10, 2008

Confirm the following after configuration:

» Thefile, C:\Insync.cfg—should have current configuration file. This should be the
same as InsyncXtoY .cfg or InsyncY toX.cfg.

» Confirm the Registry—regedit to
[HKEY_LOCAL_MACHINE\SOFTWARE\GV G\InSync]

Check the following Log files:

» LogFilePath=X:\ConfigFile\InSync\InSync Logs\L ogs

* InsyncHistoryFilePath=X:\ConfigFiles\InSync\InSync History\History
Check the following User configurations:

» ConfigFilePath=C:\Insync.cfg
 |InsyncHistoryFilePath=C:\Insync.sync
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Failure Scenarios

This section includes a short list of failure scenarios.

Control Point Failure

In case of afailure of the Control Point PC, another PC can be substituted. Perform
the same steps described in section the “ Configuration” on adifferent PC.

NAS Head Failure
For short outages where minor amounts of data are ingested solely on the Main K2
Storage System, no change is necessary. K2 Insync will catch-up in a short period.

In case of afailed NAS Head, the redundant NAS Head can be used. Perform one of
the following steps, unless both fail, then do both:

» Replace the X NAS Head, change the FTP server designation of the K2 client on
X K2 Storage System to use the redundant K2 Storage System NAS Head. Then,
restart this K2 client.

* Replacethe Y NAS Head, change the FTP server designation of the K2 client on
Y K2 Storage System to use the redundant K2 Storage System NAS Head. Then,
restart this K2 client.

NOTE: Thisfailure will necessitate changesto AllSync as well.

K2 Client Failure

If one of thetwo clientsthat are used by K2Insyncisnot in service, K2Insync will not
operate. For short periods, this might be fine.

If one of the clients must be replaced the Master or Slave host name must be changed.
A client that uses the same NAS Head must be chosen as a replacement. Otherwise,
you must go through the previous NAS Head Failure configuration.
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AllSync

This appendix describes the specific configuration of AllSync needed to install and
use Aurora Mirrored System Manager. For additional information, see the AllSync
Documentation. See the Release note for required version number.

AllSync is always run from the Master K2 Storage System’sNAS Head. The Master
K2 Storage System’s view of “Work in Progress’” (WIP) folder isimposed on the
Backup SAN. Any changes made to the files on the Backup SAN while the mirrored
K2 Storage Systems are run in split mode will be lost. If the SANs are split, AlISync
is not run. When AllSync is started all changesin WIP are lost.

Operation Modes

Thissectionliststhe various state of the mirrored K2 Storage Systems and the process
or state of AllSync:

» Split—AlISync not operational.
» Joined—AllSync not operational.
Transitions

» Rejoining—AlISync isrun on the Main SAN to bring the rejoining SAN
up-to-date.

» Splitting—Stop AllSync.

» Switch—Stop AllSync, restart after the switch. Synchronization is from the new
Main to the new Backup.

» Split-then-Switch—stop AllSync, restart only after the switch is complete.
Synchronization is from the from the new Main to the new Backup.

Configuration

July 10, 2008

AllSync keeps the Backup SAN synchronized with Main SAN. Thismodeisreferred
to as 1:1. All filesand directories on the Main SAN will be on the Backup system.
Thisincludesfile and directory deletions. Renames are also handled, but will be done
viaadelete and recopy. Using 1:1 mode in AllSync is analogousto K2 Insync’s One
Way mode.

To monitor, copy, and delete, a computer must “see” both Main and Backup K2
Storage System’ s V-drive. AllSync needs to have the Backup K2 Storage System’s
V-drive mounted as U:. It will then copy and delete based on changes within the V:
mount (local) and the results appear on the U: mount (remote).

To minimize the time to synchronize, use the fastest interface between the two NAS
Heads. If thereis10 Gigabit, usethat. Do not use the control network. Thismeansthat
the U: mount must use aname or | P address that corresponds to the desired interface
on the remote system.
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TheAllSync application will berun fromaMain K2 Storage System’sNAS Head and
send updates to the Backup K2 Storage System’s NAS Head using the Main K2
Storage System’ sU:. For AllSync to continue proper operation, thesetwo NAS Heads
must continue to operate.

After initial configuration of NAS Heads on both the X and Y SANSs, the
configuration will always stay the same. AllSync does not save any state information.
Having both X and Y’s NAS Heads mount the other V-drive as U:, the same
configuration file works for both systems.

If thereisafailure of the NASHead running All Sync, another NAS Head on the same
SAN as the failed unit must be put in service. Thisnew NAS Head must have its U:
mount set correctly. To help ease transition, abatch file is provided under
\ConfigFilesto help. It is called make-NAS-mounts.bat. Copy the script to the
replacement NAS Head and run. It will prompt the you for a hostname or |P address
of the remote NAS Head (on the other SAN). It will then mount that NAS Head' s
V-driveastheloca U:.

Settings

There are two scheduled items that AllSync runs. Thefirst is a set of configuration
files used by the Aurora Mirrored System Manager, K2Insync, and others. This
allowsfor failure recovery. The second is used to synchronize Aurora Edit WIP. The
reason for two separate itemsisto allow control of the rate of update. The
configuration update occurs once per minute. The WIP rate occurs approximately of
twice an hour.

All configuration files for the Profiles are saved in the following:
C:\Documents and Settings\All Users\Application Data\AllSync\profile.
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Settings

Thefollowing illustration is an example of the AllSync Main screen settings for the
configuration for WIP.

B AlISync 3.0.30 - Business Edition - (c) 2007 Michael Thummerer, Software Design

© File Yew Run Log Tools  Help

@ | A4 © E] E =

o Ne Preview Copy | Main Menu | Report  QuickSync | Profile List | Report Legend  Options  Shortcut | Scheduler  Service  Help  Forum -

PROFILE LIST MAIN MENU

Cg' '@" a- fra | @ B ? Licensed to: Thomson Grass valley Licenses: 4

- 2 BBHE| % e 4
Profile List Tools b

=1 ] [] Profiles:
=] [] Config
P

CAEFYE A

S

2/10/2008 3:43:59 PM  AllSync 3.0,30 - Business Edition launched,

m B OB B e & 7

Options

Shortcut Manager

| Start Copying

Create Mew Profile

Profile Properties AllSync Scheduler

Ew
Ftﬁ Profile Chaining I

g AllSync Service Tool

:03 PM | 2/11/2008
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Thisisthe global settings page.

Profile Properties of WIP

Data Protection
Profile Chaining
Log

=-External
Remote Access
Services
Connect Drives
Programs
VB Scripks

Show Yariables

Expert Mode

MENU COPY MODES
Info . . .
i Copy Modes Copying Direction
Copy Rules ®) 1:1 copy
File Options O Update v v
Folder Options O User-defined "’-/' |]|:|:> [ = y
O Sync L L
Folders O Populate Source Diestination
=-Filters ) Backup
Folders
Files o
Properties Description
= Options This copy mode causes an exact copy of the contents of the source folder tabe A
General created in the destination folder. —

- All source Folder items with a MODIFIED DATE differing from that of the file of the
same name in the destination Folder will be copied.

### Rules for Copying Files and Folders ### =

Select Template

| 1:1 Copy {Data Imaging) w | [ Apply

This copy mode causes an exact copy of the contents of the source folder tobe A
created in the destination folder. =

### Rules for Copying Files and Folders ### =

- All source Folder items with a MODIFIED DATE differing from that of the file of the
same name in the destination Folder will be copied.

E]E] [[save changes K ] [ Cancel

|

I< |
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Thisistherules page.

Profile Properties of WIP

MENU COPY RULES
nfe les f ing Files and Fold —
& Copy Modes Rules for Copying Files and Folders
[ 25
File Optians Do not search Folders (MTFS junction points) pointing to the contents of another Folder
Folder Options
Folders
=-Filters ) ; N
Folders [ Copy only Files with the ‘archive’ attribute
Files [ Transfer access permissions for files and Folders
Properties
=~ Opkions
General . .
) Rules for Deleting Files and Folders
Data Protection
Profile Chaining
Log
=-External
Remote Access Delete items at destination which are filkered at source
Servi
erires . To be used For: | Files + Folders v
Connect Drives
Programs o
VB Scripts Rules for Overwriting Files
Show Yariables
b
£ I >
Expert Mode E] E] []5ave changes o4 ] [ Cancel
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Thisisthefile copy options page.

Profile Properties of WIP

MENU FILE OPTIONS
Info hod b N ]
& Copy Modes Copy Metho Attributes
Copy Rules O Copy Method A& [Itodify attributes of source File
File Options
Copy Method B
Folder Options O cony
O Copy Method ©
Folders I:I
=-Filters
Falders I:I [Itodify attributes of destination file
Files () Copy Method D
Properties o W g
=-Cptians |><c0py " "3 th i |
General
Data Protection Copy Attempts
Profile Chaining
e t"og | Verification Check
=-External =
Interval 5| second(s
Remote Access (&) [[] compare contents of Files after copying
Services
Connect Drives Advanced rules:
Programs 112,1,1,1 —
VB Scripks
Show Yariables
A
< [
Expert Mode E] E] []5ave changes o4 ] [ Cancel ]
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Thisisthe folder options page.

Profile Properties of WIP

MENU FOLDER. OPTIONS
Info )
=-Copy Modes Options
Copy Rules Transfer Folder date and time after creation
File Options

[Joon't create any empty Folders in source or destination folder

Transfer attributes of source Folders to existing destination folders
[ 7ransfer upper- and lower-casing of source Folders to existing destination folders
Folders
=-Filters
Folders
Files
Properties
=~ Opkions
General
Data Protection
Profile Chaining

L BT
BT

[Jcheck source and destinations folder for availability

=-External
Remote Access
Services
Connect Drives
Programs
VB Scripks
Show Yariables

Expert Mode E] E] []5ave changes o4 ] [ Cancel
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Thisisthe folders source and destination page.

M Profile Properties of WIP

MENU
Info S EX EEEE
=-Copy Modes
Copy Rules
File Options
Folder Options

SOURCE AMD DESTINATION FOLDERS

Exclude 1st
lewvel files

= & | E E| [

Exclude

subfolders Destination Folders

Source Folders

Y \WibrintAvFiles) ABCDProjects O O UswibrinkavFiles) ABCDProjects

=-Filters
Folders
Files
Properties

=~ Opkions
General
Data Protection
Profile Chaining
Log

=-External
Remote Access
Services
Connect Drives
Programs
VB Scripks

Show Yariables

|A
|

Options
[11:1 correspondence of all source and destination folders

[ ¢reate source Folder in destination Folder

Cancel

Expert Mode

E]E] [[save changes K ] [

User I | Password
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Settings

Thisisthe Data Protection page. This pageisvery important! On this page you must
turn off copying datathat is overwritten on the destination. Do not |eave the default
setting selected. The default setting is“Move items to a backup folder”. If you leave
the default setting selected, it can fill up the Main NAS Head's C..

¥ Profile Properties of WIP |:||§|PS__<|
MENU DATA PROTECTION
Info
&-Copy Modes Enables iterns deleted or overwritten during & copy operation to be backed up

C.opy RL_"ES () Delete items

File Options

Folder Options () Mowve ikems to Windows Recycle Bin
Falders (O Move items to a backup Folder

=-Filters
Folders
Files |
Properties

=~ Opkions
General
Data Protection

Profile Chaining
Log
=-External

Remote Access
Services
Connect Drives
Programs

VB Scripts l:l

Show Yariables

[] Expart Mode E]E] []5ave changes [ o4 ] [ Cancel ] [ Apply ] [ Help

On the Data Protection page, select Delete items.

The above pages are set up as part of the configuring a Profile. A Profileisalogical
unit of data that needs to be saved/copied. WIP is one, while Config (configuration
information) is another. More can be added.

After one or more Profiles are created, you must then make a schedule for each.
To make a schedule for a Profile, do the following:

1. In the tool bar of the Main screen, click the Scheduler button.
The Scheduler window opens.

2. Proceed asindicated by the following examples and configuration screens.
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48 411Sync Scheduler 3.0.30 - Business Edition

TASK LIST

Task
Config
WIP

Lo |1

Deattivate
Startup Mode | Start Time 4 Folder | End Time Interval | Tolerance
Interval 12:00:00 AM 1z:00:00 AM  00:01:00 00:00:59
Interval 12:00:00 AM 1z:00:00 AM  00:05:00 00:04:59
|5 %

2(11/2003 5:02:02 PM
2(11/2003 5:02:02 PM
2(11/2003 5:02:02 PM
2(11/2003 5:02:02 PM
2(11/2003 5:02:02 PM
2(11/2003 5:02:02 PM
2(11/2003 5:02:02 PM
2(11/2003 5:02:02 PM
2(11/2003 5:02:02 PM

Editing source -- == destination

PROFILE STATISTICS:
Elapsed time: 0:00:01
Mo changes have been made.,

Copy operation completed,

INFO: 1 of 4 license(s) have been used since starting AllSync,

Mexk Start Last Run Prafiles
Today 8:03:00PM  2/11/2008 8:02:01 Pl Config
Today 8:05:00 PM 2(11/2005 5:00:01 PI  WIP

Tasks: 2/2 [8:02 PM 2112008

|

i)

3. Select atask and click Edit.
The Edit Task window opens.
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Edit Task “WIP*

Schedule
|5¢—-| Profiles
- Start time: [12:00:00 &M 5
4| Options
=a| “F End time: | 12:00:00 AM %
Interval: |00:05:00 5
Tolerance: [00:04:59 5
S s o [ o=

4. On the schedule tab, do the following:

a. Set Startup mode to Interval.
This causes the Profile to run periodically.

b. Verify that the Start time and End time are the same.
Thisallowsfor 24 x 7 execution by the Scheduler.

C. Increase Interval sometime in the range of 30 minutes to an hour.
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5. On the Profile tab, compare and configure as indicated by the following example:

Edit Task ‘WP

B scheduie v
'd Options
Iy
iy Run Period
_j_' Ernail
E]E] [Joon't use profile chaining Add ] [ Remove
E] E] [5ave changes [ o« ][ conca |

This screen only shows that one show add the Profile of choice. Thisis done by
clicking the Add button and then choosing one of the Profiles created in the
configuration step.

Verification of AllISync operation
To verify AllSync operation, do the following:
» Check thelogs for the Scheduler.

» Compare the two WIP folders between the Master (V:\..\WIP folder) and Backup
(U:\..AWIP folder). They should have the same directories and files.

Notetherewill be atimelag between material created on the Main and when it shows
up on the Backup.

Failure Scenarios

Use the following information to correct problems.

Main or Backup NAS Head Failure
1. Replace the failed unit.
2. Run the make-NAS-mount.bat file.
3. Replace the configuration files from the V:\ConfigFiles.
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FSM Failure

4. Rebuild the Scheduler portion by hand.
5. Restart the Scheduler on the Main NAS Head.

If two pairs of NAS Heads are available, it would be best to configure X-NAS-1 and
Y-NAS-1as pairs, X-NAS-2 and Y-NAS-2, like-wise. If X-NAS-1/Y-NAS-1 are
running AllSync and afailure of either occurs, then stop AllSync on that pair. Then
start AllSync on the X-NAS-2/Y-NAS-2 pair.

FSM Failure

1. Do not change configurations.
No configuration changes are necessary.

2. Replace/reboot the failed FSM
3. Restart the Scheduler.

K2 Client/Aurora Edit/DSM/SmartBin

No change of operation or configuration is necessary.

Installation and Configuration files

July 10, 2008

1. Procure the AllSync-NAS.zip file.

Thiszip file contains batch filesto do theinitial configuration of the NAShead and
AllSync.

2. Save the batch files under V:\ConfigFiles\AllSync-NAS.
AllSync mirrors the files to the Backup SAN.
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